
Ram Krishnan · H. Raghav Rao · 
Sanjay K. Sahay · Sagar Samtani · 
Ziming Zhao (Eds.)

9th International Conference, SKM 2021
San Antonio, TX, USA, October 8–9, 2021
Proceedings

Secure Knowledge 
Management In The Artificial 
Intelligence Era

Communications in Computer and Information Science 1549



Communications
in Computer and Information Science 1549

Editorial Board Members

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Raquel Oliveira Prates
Federal University of Minas Gerais (UFMG), Belo Horizonte, Brazil

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0002-7128-4974


More information about this series at https://link.springer.com/bookseries/7899

https://link.springer.com/bookseries/7899


Ram Krishnan · H. Raghav Rao ·
Sanjay K. Sahay · Sagar Samtani ·
Ziming Zhao (Eds.)

Secure Knowledge
Management In The Artificial
Intelligence Era
9th International Conference, SKM 2021
San Antonio, TX, USA, October 8–9, 2021
Proceedings



Editors
Ram Krishnan
The University of Texas at San Antonio
San Antonio, TX, USA

Sanjay K. Sahay
Birla Institute of Technology and Science
Pilani, Rajasthan, India

Ziming Zhao
SUNY Buffalo
Buffalo, NY, USA

H. Raghav Rao
The University of Texas at San Antonio
San Antonio, TX, USA

Sagar Samtani
Indiana University
Bloomington, IN, USA

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-030-97531-9 ISBN 978-3-030-97532-6 (eBook)
https://doi.org/10.1007/978-3-030-97532-6

© Springer Nature Switzerland AG 2022
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-97532-6


Preface

With the advent of revolutionary technologies such as artificial intelligence (AI),
machine learning, cloud computing, big data, and IoT, secure knowledge management
(SKM) continues to be an important research area that deals with methodologies for
systematically gathering, organizing, and disseminating information in a secure manner.
The recent development of AI in the security arena shows a promising future, and there
is no doubt that AI can provide new ideas and tools for SKM. This conference on SKM
brings together researchers and practitioners from academia, industry, and government
on a global scale. The aim of the SKM conference is to present and discuss the most
recent innovations, trends, and concerns including practical challenges encountered and
solutions adopted with a special emphasis on AI. SKM 2019 was held at the BITS Pilani
Goa Campus, India, and past iterations of SKM were held at SUNY at Buffalo, SUNY
Albany, NYU, SUNY Stony Brook, UTDallas, Rutgers University, BITSDubai, and the
University of South Florida. Following the biennial tradition of the Secure Knowledge
Management Workshop that began in 2004, SKM 2021 was hosted by the University
of Texas at San Antonio, USA, during October 8–9, 2021. The conference took place
virtually due to the COVID-19 pandemic.

SKM 2021 received many high-quality submissions, with authors coming from
countries such as the USA, India, Austria, Norway, and Ireland. A total of 30 research
papers were received by the Technical Program Committee (TPC). The TPC of SKM
2021 comprised researchers and industry practitioners from all corners of the world.
Most of the submitted papers received three reviews, and each paper received at least
two reviews. The review process was double-blind, and after the careful review process,
the top 11 papers were selected for publication in this proceedings volume, with an
acceptance rate of 36.6%.

The conference was organized over two days with a very compact schedule. Beyond
the technical program of the research papers, the conference was enriched by many
other items. The conference program featured three keynotes: James Joshi (University
of Pittsburgh) spoke on the privacy challenges we face in the emerging world in his
talk titled “Privacy – Challenges and Directions”, Stephanie Hazlewood (IBM) spoke
on the challenges in using AI for securing organizations in light of attackers armed with
AI technology as well (“Cybersecurity: AI vs AI”), and Hsinchun Chen (University
of Arizona) spoke on the decade-long effort and journey in building the University
of Arizona Eller/MIS AZSecure Cybersecurity Program (“Building the UA/Eller/MIS
AZSecure Cybersecurity Analytics Program: My Journey”).

The conference also featured a panel on “Women in Cybersecurity”, which
was chaired by Bhavani Thuraisingham (University of Texas at Dallas) with the
support of PhD student volunteer, Alexis Votto. The panel members were Sharmistha
Bagchi-Sen (Arizona State University), Nicole Lang Beebe (University of Texas at
San Antonio), Elisa Bertino (Purdue University), Heng Xu (American University), and
Danfeng (Daphne) Yao (Virginia Tech).
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We are very much thankful to the speakers, panelists, and authors for their active
participation in SKM 2021. We are also thankful to Springer for providing continuous
guidance and support.We extend our heartfelt gratitude to the TPCmembers and external
reviewers for their efforts in the review process. We are indeed thankful to everyone who
was directly or indirectly associated with the organizing team of the conference leading
to a successful event. We also gratefully acknowledge US National Science Foundation
grant 2133980 for partially funding the conference.We hope the proceedings will inspire
more research in secure knowledge management, digital payments, and the application
of artificial intelligence.
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Privacy - Challenges and Directions

James Joshi

School of Computing and Information, University of Pittsburgh, PA, USA
jjoshi@pitts.edu

Rapid advances in computing and information technologies are enabling a hyper-
connected world. Enabled by such connectivity and the growing computational
power/infrastructures at our disposal, innovativeArtificial Intelligence (AI) andMachine
Learning (ML) techniques are increasingly being deployed in various applications. Inno-
vations in AI/ML is further being fueled by huge amounts of data that is continuously
collected inmyriad ofways, including data that has or can reveal highly privacy-sensitive
information about us.While AI/ML technologies and the huge amounts of data available
can be used for immense benefits for our society, privacy issues pose as a huge poten-
tial roadblock. Globally, there is also increasing number of privacy regulations being
introduced to address privacy challenges related to access to and use of data by analytic
engines and AI/ML-enabled applications. In this talk, he discuss the current privacy
challenges that we face in emerging world that is increasingly reliant on technologies
and some directions for research. He also briefly overview the National Science Founda-
tion’s Secure and Trustworthy Cyberspace program, and other programs that are aligned
with the themes of this conference.



Building the UA/Eller/MIS AZSecure Cybersecurity
Analytics Program: My Journey

Hsinchun Chen

University of Arizona, Eller College of Management, Management Information
Systems Department, Tucson, AZ 85721, USA

hchen@eller.arizona.edu

In this talk, a decade-old effort and journey in building the University of Arizona
Eller/MIS AZSecure Cybersecurity Program has been discussed. Based on $15M+
funding from the National Science Foundation (NSF) SaTC (Secure and Trustworthy
Cyberspace), ACI (Advanced Cyber Infrastructure), and SFS (CyberCorps Scholarship-
for-Service) programs since 2012, our research team at the Eller/MIS Artificial Intelli-
gence (AI) Lab has developed significant Cybersecurity Analytic research in: (1) Dark
Web Analytic for studying international hacker community, forums, and markets; (2)
Privacy and PII (Personal Identifiable Information) Analytic for identifying and allevi-
ating privacy risks for vulnerable populations; (3) Adversarial Malware Generation and
Evasion for adversarial AI in cybersecurity; and (4) Smart Vulnerability Assessment for
scientific workflows and OSS (Open Source Software) vulnerability analytics and miti-
gation. Our research advances the development of large-scale longitudinal cybersecurity
data (e.g., hacker forms, darknet markets, stolen email accounts, malware source code
and binary, GitHub OSS, scientific VMs) and advanced AI and DL/ML (deep learning
and machine learning) based algorithmic and representational innovations (e.g., trans-
fer learning, attention mechanism, multi-view learning, transformer) inspired by unique
cybersecurity domain-specific characteristics, practices and opportunities. As a leader in
advanced cybersecurity education, University of Arizona has received the CAE-CD/R/
CO cybersecurity designations from NSA/DHS and significant SFS fellowship funding
from NSF.



Cybersecurity: AI vs AI

Stephanie Hazlewood

Security Automation, IBM Security, Canada
stephanie@ca.ibm.com

In the rapidly transforming business domain of today applications have becomemodular
and containerized. Large amounts of data generated from business processes serve as
shared resources for conducting advanced analytic and building robust Artificial Intel-
ligence (AI) models. In the current state-of-the-art AI cybersecurity, there exist many
complexities such as the presence of too many vendors and alerts. AI is a double-edged
sword as it is used by both attackers as well as cybersecurity professionals, to mount
attacks and defend against them. In essence, AI addresses three key business issues –
prediction, automation and optimization.

Security threats that organizations face continue to increase exponentially. However,
AI-infused security solutions bring speed and accuracy to help businesses proactively
protect their assets, more accurately detect threats, and respond faster when security
incidents arise. The future of cybersecurity converges with AI strengths and thus this talk
focuses on how Trusted AI systems can be implemented that provide fair, explainable,
and robust business insights. She also discuss how security solutionsmust defend against
attackers that use AI to enhance the speed and accuracy of their own attacks.



Women in Cyber Security at the International Conference
on Secure Knowledge Management in the Artificial

Intelligence Era
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Elisa Bertino5, Heng Xu6, and Daphne Yao7

1 The University of Texas at Dallas, USA
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2 The University of Texas at San Antonio, USA
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Secure Knowledge Management (SKM) Workshop/Conference was the first venue to
host an event on Women in Cyber Security. With a grant from the National Science
Foundation, Profs. Sharmistha Bagchi-Sen, Shambhu Upadhyaya, and H. Raghav Rao,
all from the University of Buffalo, hosted the first Women in Cyber Security panel at
SKM 2004. Since then the panel was organized at various SKM events. The most recent
panel was chaired by Prof. Bhavani Thuraisingham at SKM 2021 on October 09, 2021
and coordinated byMs. Alexis Votto. The panelists were Profs. Sharmistha Bagchi- Sen,
Nicole Beebe, Elisa Bertino, Heng Xu, and Daphne Yao. Each of the panelists discussed
their work in cyber security and as well as opportunities and challenges for women in
cyber security. Sharmistha discussed her work on geography and security as well as
the need to focus on Diversity, Equity add Inclusion (DEI). Nicole discussed her initial
work for the Air Force in cyber security and her more recent research in academia in
areas such as digital forensics. She also discussed opportunities for research grants in
cyber security. Elisa discussed her initial work in database management and then her
work in cyber security. In particular she discussed her early research in secure database
systems and then how she migrated into secure wireless networks and 5G technologies.
Heng discussed her research in data privacy, fairness in artificial intelligence and her
most recent work in cyber security governance. She also discussed aspects of social
responsibility as well as the need for change to lead the future. Finally, Daphne discussed

A panel discussion chaired by Bhavani Thuraisingham and coordinated by Alexis Votto.
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her research on crypto systems, certifying data breaches as well anomaly detection. She
also discussed the workshop she co-founded on Women in Cyber Security Research
(Cyber-W) and about overcoming racism and sexism in one’s career. She emphasized
that persistence is important and never to give up. She also discussed about how some
women face the impostor syndrome and the need to get help from others. After the panel
positions, the audience asked several questions. For example, one of the questions asked
was to discuss the challenges for women in cyber security. One panelist answered that
early in her career one of the bosses essentially mentioned that women need to have
a thick skin in engineering. Also, when she was a tenure track assistant professor, one
colleague asked her why do you want to go for tenure? I thought you would want to
be in the Mommy track. She also added that there are roadblocks for women and they
have to work extremely hard to get ahead. She said that it is very important to prioritize.
Another panelist mentioned that we have come a long way compared to, say, the 1980s.
She ignores such comments as it is not easy to convince others to change their behavior.
Another panelist mentioned that some women have left their careers not because of one
or two comments, but due to the community not supporting them. For example, female
faculty that take maternity leave may not have published as much during their leave.
When such faculty are being criticized for this it’s very important that other faculty
explain the reasons and support the female faculty. One panelist mentioned that the
challenges are even more for BIPOC (Black, Indigenous, and People of Color) women
and there is a concrete ceiling for them.Another panelist mentioned that we need policies
to support women as well as men and also focus on the inequity in research areas. For
example, it’s harder to publish in some areas and this has to be recognized. The panel
chair mentioned that none of us would be where we are now if not for the women who
came before us. She also added that she would never have been in the position she is in
now fifty years ago.

Another question from the audience was how to select an area for research and get
funding for the research projects. There was an interesting discussion on this topic. It
depends on whether you are in, say, Computer Science (where funding and top tier
conference publications are important) and Business (where journal publications are
important). It was felt that one has to also pursue one’s passion. Another panelist dis-
cussed the importance of interdisciplinary research and the challenges involved such as
bringing in behavioral scientists into cyber security research. The panel chair also men-
tioned that when she did not mention her title in an email, she was referred to as a student
from the University of Texas at Dallas. She felt that this is subconscious bias because
her name was a foreign sounding one. For example, had her name been a very English
sounding name such a mistake may not have been made. Finally, the chair asked each
panelist for their ending statements with respect to her research as well as on supporting
women. One panelist mentioned that we need more data for research. She added that
advancing women including BIPOC women is critical. Another panelist mentioned to
follow your passion. She also cautioned not to swing the pendulum too far and we must
not promote a person just because she is a woman or from an underrepresented minority
community. A third panelist mentioned that we need to motivate our students and carry
out systematic research. A fourth panelist mentioned that we need a pipeline of women
so that the representation of women continues to increase. Another panelist mentioned
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that research depends on the stage you are in. For example, before tenure focus on the
publications and grants, But after tenure you need it make an impact with your research.
Finally, a panelist mentioned that we need an end-to-end plan for research. She also
added that the concrete ceiling comment made earlier is very true. Finally, she offered
that we should not be unhappy as it could destroy us.Wemust be positive and do the best
we can. The panel chair agreed with the panelists that we cannot change others and not
to be unhappy when others are mean to us. We must support each other. The panel chair
has mentioned that a high income career is a must for every woman and a person from
the underrepresented minority community. She emphasized that this is especially true
for women. She ended the panel by saying “what better way to have an intellectually
stimulating and yet a high income career than pursuing one in cyber security”.
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Adversarial Robustness of Image Based
Android Malware Detection Models

Hemant Rathore1(B), Taeeb Bandwala1, Sanjay K. Sahay1, and Mohit Sewak2

1 Department of CS and IS, Goa Campus, BITS Pilani, Sancoale, India
{hemantr,f20170940,ssahay}@goa.bits-pilani.ac.in

2 Security and Compliance Research, Microsoft R&D, Hyderabad, India
mohit.sewak@microsoft.com

Abstract. The last five years have shown a tremendous increase in the
number of Android smartphone users. So has been the case with mali-
cious Android applications that aim to jeopardize user data, security,
and privacy. Most existing Android malware detection engines find it
challenging to keep up with the pace of incoming malware and their
sophistication of evasion techniques against the detection engines. This
has prompted researchers to delve into using machine learning and deep
learning algorithms to construct state-of-the-art malware detection mod-
els. However, research indicates that these detection models might be
vulnerable to adversarial attacks prompting a thorough investigation.
Therefore, we first propose a image based malware detection pipeline
that uses an embedding layer-based hybrid CNN named E-CNN that uses
Android permissions and intents as features for malware detection. The
permission and intent based E-CNN detection models achieved baseline
accuracy of 93.48% and 76.7% respectively. We then act as an adver-
sary and propose the ECO-FGSM adversarial evasion attack against the
above detection models. The ECO-FGSM attack converts malware sam-
ples into adversarial malware samples so that they are forcefully misclas-
sified as benign by the detection models. The proposed attack achieved
a high fooling rate of 55.72% and 99.97% against permission and intent
based E-CNN detection models, respectively. We also identified a list
of most vulnerable permissions and intents to generate adversarial sam-
ples. We then use adversarial retraining as a defense strategy to counter
the ECO-FGSM attack against the detection models. The adversarial
defense helped improve the baseline accuracies of permission and intent
based E-CNN detection models by 3.41% and 11.4%, respectively. We re-
attack the adversarially retrained models using the ECO-FGSM attack
to validate their adversarial robustness. We found a reduction in the
fooling rate by 23.28% and 97.55% against permission and intent-based
E-CNN detection models, respectively. Finally, we conclude that inves-
tigating the adversarial robustness of the malware detection models is
an essential step that helps improve their performance and robustness
before real-world deployment.

Keywords: Android · Adversarial robustness · Convolutional Neural
Network · Evasion attack · Malware detection

c© Springer Nature Switzerland AG 2022
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1 Introduction

Smartphones have become an indispensable part of our lives owing to their wide
range of usage, ease of use, and portability. As a result, smartphone users have
grown drastically in the last decade [18]. Notably, the number of active Android
users rose from 1.4 billion in 2015 to over 2.8 billion in 2020. The android operat-
ing system has a significant global market share of over 71% in the smartphone
segment in the first financial quarter of 2021 [1]. Furthermore, the number of
Android applications (apps) and their developers in the ecosystem has also grown
exponentially in the last few years. Many of these applications have access to sen-
sitive information stored on the smartphone. This has attracted many malware
developers to craft malicious Android applications that can exploit the system or
application vulnerabilities for malicious purposes. As a result, the total number
of malicious applications increased dramatically from over 2.2 million in Jan-
uary 2015 to over 30 million in May 2021 [2], threatening the Android ecosys-
tem. Existing malware detection techniques include signature, heuristic, and
behavior-based detection algorithms [29]. However, these techniques are highly
human-driven and cannot handle the high growth rate of malware in the ecosys-
tem. Therefore researchers have started to explore new techniques like machine
learning and deep learning for malware detection [18,29].

Existing literature suggests that the development of malware detection mod-
els using machine learning and deep learning require feature extraction followed
by the use of classification/clustering algorithm [29]. For instance, Giang et al.
(2015) proposed a method that scores an application’s security based on its per-
mission usage pattern and then used a decision tree cluster which achieved an
accuracy of 85% for malware detection [5]. Feizollah et al. (2017) used android
intents and explored BayesianNetwork algorithm configurations to achieve high
detection rates for android malware samples [6]. Some studies also explored Con-
volutional Neural Network (CNN) for the malware detection task. Huang et al.
(2018) transformed the bytecode of classes.dex extracted from android archive
file into an image and passed it to a CNN for malware detection [12]. Ganesh
et al. (2017) proposed a CNN-based malware detection method that investi-
gates permission patterns [7]. However, recent studies have shown that these
machine learning and deep learning based classifiers are prone to adversarial
attacks [19,22,24,25].

Researchers have developed a taxonomy for threat modeling by categorizing
adversarial attacks based on the adversary’s goals, knowledge, and capabilities
[4,31]. The adversary can perform falsification attacks that include false-positive
attack wherein a negative sample is forcefully misclassified as positive, and vice
versa in the case of false-negative attack. Adversary’s knowledge about the sys-
tem includes information about dataset (train and test data), feature set, clas-
sification algorithm and model architecture & its parameters. The white-box
scenario assumes that the adversary has complete information about the sys-
tem, whereas the black-box scenario assumes the adversary has zero informa-
tion. Adversarial attack specificity considers whether the adversary performs a
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Fig. 1. Proposed workflow to improve the adversarial robustness of image-based
android malware detection models

forceful misclassification to a specific class of samples (targeted-attack) or just
any misclassification from the actual output classes (non-targeted attack).

In the light of existing work, we propose a novel malware detection pipeline
that uses a hybrid CNN classifier named E-CNN (Embedding Convolutional
Neural Network) which is based on an embedding layer. We perform static anal-
ysis of Android applications (malware and benign) and extract two feature sets:
permissions and intents. Then the hybrid CNN architecture is used to develop a
permission-based E-CNN malware detection model and an intent-based E-CNN
malware detection model. However, these detection models might be vulnerable
to evasion-based adversarial attacks. Therefore, we developed a custom evasion
attack strategy, namely ECO-FGSM (Embedding COsine similarity based Fast
Gradient Sign Method) that aims to convert malware samples into adversar-
ial malware samples that are forcefully misclassified as benign by the malware
detection models. The ECO-FGSM attack is designed to add only those pertur-
bations which do not break the syntactic, structural, functional, and behavioral
integrity of the android application. Also, the attack is intended to convert max-
imum malware samples into adversarial malware samples with minimum pertur-
bation(s) in each malware sample. Furthermore, the ECO-FGSM attack aims
to find permission and intent based adversarial vulnerabilities in the models.
These vulnerabilities are thoroughly investigated post-attack, and we then pro-
pose adversarial retraining as a defense mechanism to counter the attack. We
re-attacked the detection models using ECO-FGSM to validate the effectiveness
of the proposed defense mechanism. Finally, we made the following contributions
through this work:

– We designed a novel malware detection pipeline namely E-CNN that involves
a hybrid embedding-based CNN classifier. The permission and intent based
E-CNN malware detection models achieved accuracies of 93.48% and 76.7%,
respectively.

– We proposed an adversarial evasion attack named ECO-FGSM to find and
exploit the vulnerabilities in malware detection models. The ECO-FGSM
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attack achieved high fooling rates of 55.72% and 99.97% against permission
and intent based E-CNN detection models, respectively. The attack also lists
the vulnerable permissions and intents that can be used to generate adver-
sarial malware samples.

– We used adversarial retraining as a defense strategy to counter the evasion
attack against the detection models. The adversarial defense improved the
accuracy of permission and intent based E-CNN malware detection models
by 3.41% and 11.4%, respectively.

– The defense strategy also improved the adversarial robustness of the detec-
tion models. The ECO-FGSM adversarially reattack on the retrained models
reported decrease in fooling rates by 23.28% and 97.55% against permission
and intent based E-CNN detection models.

The rest of the paper is organized as follows. Section 2 explains the pro-
posed framework, adversarial attack, and defense strategy. Section 3 discusses
the experimental setup, followed by experimental results in Sect. 4. Section 5
lists related work in the domain, and Sect. 6 concludes the paper.

2 Proposed Framework for Adversarial Robustness

In this section, we will start with a brief discussion on the proposed workflow and
classification pipeline. Later we will discuss the design of ECO-FGSM evasion
attack and adversarial retraining defense strategy against malware detection
models.

2.1 Proposed Framework Workflow

We have divided the proposed workflow into five basic modules which are as
follows:

1. Data Collection: The first step involves collecting android applications from
verified authentic sources to create a dataset with a fairly equal distribution
of benign and malware samples.

2. Feature Extraction: The second step involves static malware analysis of the
collected android applications in the dataset to extract different features for
each sample. We have extracted two static features, namely android permis-
sion and android intent.

3. Classification Pipeline: The third step involves preprocessing of the features
followed by designing, training, and testing the android malware detection
models using classification algorithms. Their performance can be analyzed
using accuracy, area under the ROC curve etc.

4. Adversarial Attack: The fourth step is to design and execute the proposed
ECO-FGSM adversarial evasion attack strategy against the malware detec-
tion model. The evasion attack is designed to exploit vulnerabilities and gener-
ate adversarial samples for forceful misclassifications in detection models. The
attack design also ensures that the perturbations do not break the android
applications’ syntactic, structural, functional, and behavioral integrity.
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5. Adversarial Defense: The fifth step is to design a defense strategy to counter
the evasion attack for improving the robustness of the malware detection
models. The performance evaluation of the final malware detection model
can be conducted using accuracy, area under the ROC curve, fooling rate,
etc.

2.2 Structure of the Classification Pipeline

The classification pipeline is divided into the following two parts:

Preprocessing Function (Tokenizer). This function performs a custom tok-
enizing operation on the feature vectors of each android sample. As explained
in Sect. 3.3, this operation gives a distinct identification to each feature value
(permission/intent) in the feature vector which is recognizable by the embed-
ding layer [8] used in the malware detection models. Hence, at the end of this
operation, each feature value in the feature vector would be associated with a
distinct token value depending on its position in the vector.

Classification Model (E-CNN). E-CNN is an image-based CNN that uses
an embedding layer to implicitly transform processed-feature vectors into a 2D
image. The image resembles a footprint of the sample and is processed by Conv2D
layers followed by subsequent DNN layers to generate the class probability.
We set the class probability threshold as 0.5 for classification. It means that
a probability >= 0.5 would imply a malware sample (classlabel = 1) and a
probability <0.5 would imply a benign sample (classlabel = 0). We developed
two E-CNN malware detection models, each of which is trained separately on
two distinct feature vectors namely, permission and intent.

2.3 Adversarial Evasion Attack Using ECO-FGSM

We propose a novel Embedding COsine similarity based Fast Gradient Sign
Method (ECO-FGSM) which is a targeted, white box evasion attack. It uses the
gradients of a network to generate perturbations which are added to the original
malware sample to convert them into an adversarial malware sample. The FGSM
attack proposed by Goodfellow et al. cannot be applied directly to the malware
detection models since they use an embedding layer [9]. We can visualize the
E-CNN malware detection model in two parts:

– The embedding layer whose input is a processed feature vector and output is
a 2D image.

– The CNN network following the embedding layer whose input is the 2D image
and output is a class probability.

The FGSM section of the adversarial attack is concerned with the second
part of the above visualization. It creates signed perturbations with respect to
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each pixel position in the 2D image that enters the CNN layers. It does so by
computing the gradients of the loss function with respect to each pixel in the
image with an objective to maximize the loss function.

P = sign(
∂Loss(θ,X, Y )

∂X
) (1)

where Loss represents the Loss function which in our case is binary cross
entropy, θ represents the model parameters, X represents the input image which
is the one created by the embedding layer, Y represents the output label which
in our case would be 1 for malware and 0 for benign, sign represents the signum
function, and P represents the resulting perturbation array.

The gradients are internally back computed using the chain rule of deriva-
tives. Each signed value in the perturbation array P represents the direction of
perturbation which maximizes the loss function.

The second part of the ECO-FGSM attack involves the problem of translating
the gradients computed by FGSM to valid perturbations within the binary fea-
ture vector. To accomplish this, we interpret that the first part of the E −CNN
model gives a 2D output image which is basically an array of adjacently placed
embedding vectors. Similarly, we consider P to be an array of adjacently placed
gradient vectors, each of which corresponds to the gradient of their respective
positional embedding vectors. For each position in the binary feature vector, we
have two possible embedding vectors that correspond to either 0 or 1−bit value.
The addition of 1 − bit perturbation simply implies that the embedding vector
in the image changes from 0 − bit to its 1 − bit counterpart.

a = embedding[bit index]1−bit − embedding[bit index]0−bit (2)
b = P [bit index] (3)

cosim(a, b) = (a·b)
|a||b| (4)

Hence, for each of the gradient vectors present in P , we compute a similarity
score which is the cosine similarity between the gradient vector and the difference
between 1− bit and 0− bit embedding vectors at that position. We then sort the
positions in the decreasing order of their similarity scores. The idea is higher the
similarity score is, the earlier the perturbation should be added. This is then used
by the attack which selects 0 − bit positions in the base feature vector and adds
1 − bit perturbations in order. The maximum possible number of perturbations
in subsequent attack steps is increased gradually in the experimental setup.

In summary, the ECO-FGSM attack aims to find the most vulnerable per-
mission or intent in the feature vector of a malware sample which is then added
to convert it into an adversarial malware sample that is forcefully misclassi-
fied as benign by the malware detection models. The addition of permission or
intent does not change the properties of the original malware sample. More-
over, we are only allowing addition of perturbations and not the reverse because
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removing permission or intent can adversely affect the compilation dependency
of the malware sample.

2.4 Defence Strategy Using Adversarial Retraining

We propose adversarial retraining as the defense strategy that involves retrain-
ing the malware detection models on an augmented dataset containing all the
original samples from the dataset and the adversarial malware samples. It is a
simple yet effective strategy to improve the performance of the detection model.
Goodfellow et al. (2014) and Huang et al. (2016) showed that adversarial training
improves the robustness of deep learning based models [9,14]. Goodfellow et al.
(2014) also showed that training on the adversarial samples could provide regu-
larization for DNNs. They injected adversarial examples into the dataset while
continually generating new adversarial examples at every step of the attack.
This helped in improving the generalization capability of the model [9]. Kurakin
et al. (2017) also showed how adversarial training could significantly increase
model robustness against adversarial examples [15]. Thakur et al. (2020) showed
how retraining neural networks with adversarial images could effectively defend
against white-box attacks. They first trained DNNs on CIFAR10 and Tiny-
ImageNet datasets and attacked them using FGSM strategy [26]. Then they
retrained the models with adversarial samples and the fooling rate was decreased
to more than half, which suggested a significant improvement in robustness.
Referring to the above works and given that we are also performing an evasion
attack on the image based CNN models. We expect that adversarial retraining
would update the model weight parameters and hence would make them more
robust to subsequent rounds of attack and improve their generalization ability.

3 Experimental Setup

In the section, we first describe the procedure used for collecting malware and
benign android applications to form a dataset, followed by the process of feature
extraction from applications. Later in the section, we discuss details regarding
the classification pipeline, followed by a discussion on various performance met-
rics used during the work.

3.1 Dataset Collection

The first module in the proposed workflow is data collection (Fig. 1). The dataset
consists of both malware and benign android applications downloaded from
authentic sources. The malware set consists of all the samples from the well-
known Drebin dataset proposed by Arp et al. [3]. The dataset contains 5545
android malicious application from various malware families like FakeInstaller,
Plankton, GingerMaster, Iconosys etc. The Drebin dataset is well studied and
has more than 1500 citations as of June 2021. The benign set consists of android
applications downloaded from Google Play Store. We developed a crawler to
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parse and download android applications belonging to various categories from
Play Store. All the applications are validated using VirusTotal (an ensemble
antivirus service developed and maintained by Google). VirusTotal uses more
than 60 most popular antiviruses including AVG, BitDefender, F-Secure, Kasper-
sky, Norton, McAfee, Trend Micro. The downloaded applications are then vali-
dated for their complete benignness. An application is discarded if it is flagged
as malware by even a single antivirus engine. The final dataset contains 5545
android malicious applications and 5545 benign applications.

3.2 Feature Extraction

The malware detection models are built using features that can help in classi-
fying malware and benign samples. Static features are extracted by parsing the
application code without executing it, whereas dynamic features are extracted
by executing the applications in a controlled environment. Android permission,
intent, API call, opcode frequency etc., are examples of static features, while net-
work traffic, system call etc., are examples of dynamic features [20,21,23,29]. We
have first constructed comprehensive list of two static features, namely Android
permission and intents using official android documentation. The number of
permissions and intents were 195 and 273, respectively. We then extracted per-
mission and intent, from all the android applications available in the dataset.
We used APKTOOL (an open-source reverse engineering tool) to disassemble
android applications. Then a parser scans through the android application to
extract permissions and intents used in that application. Finally, two separate
feature vectors, namely Android permission and Android Intent were developed
where a row represents the android application, and a column represents the
presence of a particular permission/intent in that application. We developed
two separate feature vectors to validate the performance of the E-CNN mal-
ware detection models, ECO-FGSM attack, and adversarial retraining defense
strategy.

3.3 Classification Pipeline

Tokenization is a crucial step for any model that uses an embedding layer. The
token-encoder function is designed specifically for the proposed E-CNN mod-
els that use permission or intent feature vectors. The encoding procedure is as
follows:

Let arr represent a feature vector and N = len(arr) (5)
For ith bit in arr: (6)

arr[i] = i + (arr[i] ∗ N) (7)

Hence, if ith bit is 0, a token value i is assigned to that position and if ith bit
is 1, token value (i + N) is assigned inplace. The benefit of this is that we get
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Table 1. Structure of permission/intent based E-CNN malware detection model(s)

Layer E-CNN (Permission) E-CNN (Intent)

Output shape Output shape

Embedding 1 (None, 195, 50) (None, 273, 50)

Reshape 1 (None, 195, 50, 1) (None, 273, 50, 1)

Conv2d 1 (None, 195, 50, 30) (None, 273, 50, 20)

Activation 1 (None, 195, 50, 30) (None, 273, 50, 20)

Max pooling2d 1 (None, 97, 25, 30) (None, 136, 25, 20)

Conv2d 2 (None, 97, 25, 60) (None, 136, 25, 50)

Activation 2 (None, 97, 25, 60) (None, 136, 25, 50)

Max pooling2d 2 (None, 48, 12, 60) (None, 68, 12, 50)

Flatten 1 (None, 34560) (None, 40800)

Dense 1 (None, 512) (None, 512)

Dense 2 (None, 256) (None, 256)

Dense 3 (None, 64) (None, 64)

Dense 4 (None, 1) (None, 1)

Activation 3 (None, 1) (None, 1)

Trainable parameters 17,879,633 21,074,703

(2 ∗ N) different possible encoding values for our feature vector which can then
be fed into the embedding layer.

The E-CNN model takes in a tokenized input feature vector (permission
or intent) of an android application and feeds it into an embedding layer that
transforms the vector into a 2D-array equivalent image. It is then followed by a
reshape layer to meet the input requirement of a stacked-2D array of depth =
3 for the next convolutional layers. The CNN layers process this array, and
the resulting output features are subsequently used by lower DNN layers for
classification.

We designed two separate models, namely the permission-based E-CNN
model and the intent-based E-CNN model. However, some implementation-
specific characteristics are common for the both models. We are using 2D con-
volution layers with kernel size of (3, 3) and padding hyperparameter set to
same. The hyperparameters strides and dilation rate are set to (1, 1). These
Conv2D layers are followed by MaxPooling2D layers that reduce the output fea-
ture map’s size. The hyperparameters including pool size are set to (2, 2), strides
and padding are set to their default values of none and valid respectively. The
output feature map obtained from CNN is flattened and fed into a DNN for
classification. The kernel initializer and bias initializer for all layers have been
set to their default values, glorot uniform and zeros respectively. We have also
added intermediate dropout layers to control overfitting. The loss function used
for both the models is binary cross entropy, and the optimizer’s choice is varied
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based on the performance reported in training and testing. Table 1 shows the
structure of the permission and intent based E-CNN malware detection models.

3.4 Performance Metrics

We have used the following performance metrics to evaluate the malware detec-
tion models, ECO-FGSM adversarial evasion attack, and defense strategy:

– True Positive (TP) corresponds to the number of malware applications that
are correctly classified as malware by the detection model.

– False Positive (FP) corresponds to the number of benign applications that
are falsely flagged as malware by the detection model.

– True Negative (TN) corresponds to the number of benign applications that
are correctly classified as benign by the detection model.

– False Negative (FN) corresponds to the number of malware applications that
are falsely flagged as benign by the detection model.

– Accuracy (Acc) corresponds to the ratio of the number of samples that are
correctly classified (malware or benign) and the total number of predictions
by the detection model.

– AUC aka Area Under the receiver operating characteristic Curve is created
by plotting true positive rates and false positive rates at various threshold
values for the detection model.

– Precision corresponds to the ratio of the number of correctly predicted mal-
ware samples with respect to the total number of malware predictions made
by the detection model.

– Recall corresponds to the ratio of correct malware predictions by the detection
model with respect to the total number of malware samples in the dataset.

– F1 score corresponds to the harmonic mean of precision and recall.
– Fooling Rate (FR) corresponds to the percentage of malware samples success-

fully converted into adversarial malware samples (from the set of malware
samples) using evasion attack strategy against the detection model.

4 Experimental Results

This section first discusses the experimental results achieved by permission and
intent based E-CNN malware detection models. Later in the section, we explain
the results achieved by ECO-FGSM attack against detection models and adver-
sarial retraining as the defense strategy.

4.1 Permission/Intent Based E-CNN Malware Detection

The third step in the proposed workflow (Fig. 1) is to design, train, test, and
benchmark the baseline malware detection models. As discussed in Sect. 3.3, we
have created two separate E-CNN malware detection models, first uses permis-
sion as feature input, and the second uses intent as feature input. Table 2 shows
the baseline performances of the above two malware detection models.
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(a) Performance w.r.t. Fooling Rate (b) Performance w.r.t. Accuracy

(c) Performance w.r.t. Recall (d) Performance w.r.t. AUC

Fig. 2. Performance of permission/intent based E-CNN malware detection model(s)
during ECO-FGSM adversarial attack

Table 2. Performance of baseline permission/intent based E-CNN malware detection
model(s)

Feature Model Acc AUC F1 score Precision Recall

Permission E-CNN 93.48 0.9343 0.9318 0.9454 0.9186

Intent E-CNN 76.70 0.7638 0.7318 0.8297 0.6545

The permission-based E-CNN malware detection model achieved a high clas-
sification accuracy of 93.48%. It also reported a high AUC score of 0.9343, which
shows that the model can adequately classify both malware and benign samples.
Furthermore, we observe a similar pattern in F1, Precision, and Recall with the
scores 0.9318, 0.9454, and 0.9186 respectively for the permission-based detec-
tion model. It signifies that the permission-based model distinguishes malware
and benign samples with balanced performance in terms of precision and recall.
The intent-based E-CNN malware detection model accomplishes a classification
accuracy of 76.7% and an AUC of 0.7638. The intent-based detection model
achieved a high precision score of 0.8297 compared to the recall score, which was
0.6545. Hence, the above results show that the permission-based E-CNN malware
detection model is more accurate than the intent-based detection model. On the
other hand, the AUC score signifies that both the models are not overfitting any
particular class (malware/benign), and detection models are well balanced.
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4.2 Proposed ECO-FGSM Attack Against Baseline Models

The two baseline E-CNN malware detection models are now attacked using the
proposed ECO-FGSM adversarial attack strategy. As discussed in Sect. 2.3, the
adversarial agent uses a custom modified fast gradient sign method designed
to attack malware detection models that use embedding layers. The signed-loss
gradients are back-computed until the embedding layer. The embedding cosine
similarity function emulates possible effectiveness (similarity value) by adding
permission or intent in the application to convert it into an adversarial malware
sample. The permissions/intents are sorted according to these similarities values
and hence are available to be modified by the attack in the given order.

The proposed ECO-FGSM attack considers only malware samples to be con-
verted into adversarial malware samples to decrease the overall performance
of malware detection models. The attack converts only those malware samples
predicted with a probability greater than 0.8 by the detection model. A higher
probability threshold is set with an assumption that converting malware samples
with a lower prediction probability will be easily misclassified and would lead to
a high misclassification rate. Hence, it would not reflect the actual effectiveness
of the proposed ECO-FGSM attack strategy. We perform the adversarial attack
gradually with a fixed number of perturbations starting from 1 to a maximum of
30 modifications in each malware sample. The attack is terminated early only if
the malware sample is forcefully misclassified as benign by the E-CNN detection
model. The ECO-FGSM attack is designed to add permission/intent in mal-
ware samples and thus does not break the syntactic, structural, functional, and
behavioral integrity of the modified android application. The effectiveness of the
ECO-FGSM attack is quantified using fooling rate, which is the percentage of
malicious samples successfully converted into adversarial malware samples that
are forcefully misclassified as benign by the E-CNN malware detection model.

Figure 2a shows the variation in fooling rate achieved by the proposed ECO-
FGSM attack against the permission/intent based malware detection model.
The adversarial attack gradually increased the number of perturbations from 1
to 30, after which the performance saturates. The blue line shows the fooling
rate achieved by the ECO-FGSM attack against the permission-based E-CNN
detection model. The attack achieves a maximum fooling rate of 55.72% with a
maximum of 30 perturbations. The increase in the fooling rate is quite gradual
against the permission-based detection model. On the other hand, the ECO-
FGSM attack achieves a 99.97% fooling rate against the intent-based E-CNN
detection model, which is highlighted using the red line. There is a significant
increase in the fooling rate as we move from 1 to 5 perturbations and 10 to
15 perturbations against intent-based detection models. The near 100% fooling
rate against the intent-based model suggests that the permission-based model is
comparatively more robust in malware classification than its intent-based coun-
terpart. We can also infer that the proposed ECO-FGSM attack is quite effective
as it achieves a fooling rate greater than 50% against both the E-CNN detection
models.
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Table 3. Most vulnerable permissions/intents and their modification percentage

Android permission Percentage

1 android.permission.DISABLE KEYGUARD 5.39

2 android.permission.FORCE BACK 4.11

3 android.permission.ACTIVITY RECOGNITION 3.76

4 android.permission.CHANGE NETWORK STATE 3.54

5 android.permission.BIND INCALL SERVICE 3.45

6 android.permission.BIND INPUT METHOD 3.45

7 android.permission.BIND MIDI DEVICE SERVICE 3.45

8 android.permission.BIND NFC SERVICE 3.45

9 android.permission.ACCESS NETWORK STATE 3.41

10 android.permission.READ PROFILE 3.27

Total 37.28

Android intent Percentage

1 android.intent.action.AIRPLANE MODE 9.91

2 android.intent.action.ALL APPS 9.91

3 android.intent.category.APP FILES 8.30

4 android.intent.action.SEND 5.79

5 android.intent.action.TIMEZONE CHANGED 4.47

6 android.intent.extra.shortcut.INTENT 4.32

7 android.intent.action.INSTALL FAILURE 4.05

8 android.intent.extra.EXCLUDE COMPONENTS 4.01

9 android.intent.extra.LOCUS ID 3.94

10 FILL IN SELECTOR 3.89

Total 58.58

Accuracy refers to the fraction of samples correctly classified as malware or
benign by the E-CNN malware detection model. Figure 2b shows the variation
in classification accuracy of two detection models as the number of perturba-
tions are increased in malware samples using ECO-FGSM attack. We observe
that increasing the maximum number of perturbations will gradually decrease
the accuracy of permission/intent based E-CNN malware detection models. The
graph suggests that both detection models found it difficult to correctly clas-
sify the adversarial samples and thus verify the success of ECO-FGSM attack
against detection models. The classification accuracy decreased by 26.6% from
95.29 (before attack) to 69.94 (after attack) for the permission-based E-CNN
detection model. Similarly, the intent-based E-CNN detection model showed an
accuracy drop of 39.09% from 78.78 (before attack) to 47.98 (after attack), indi-
cating an even greater loss in the model’s classification ability as compared to
its permission counterpart.
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Recall denotes the fraction of correct malware predictions with respect to
the total number of malware samples (including adversarial samples, if any)
in the dataset. It is an important measure as it is concerned with only mali-
cious samples and hence would reflect the effectiveness of ECO-FGSM attack
and performance of malware detection model. Figure 2c depicts the decrease in
recall for permission/intent based E-CNN malware detection models. The recall
dropped by 55.03% from 0.9356 (before attack) to 0.4207 (after attack) for the
permission-based model. However, the recall drop in the case of the intent-based
model was more drastic, as evident from the graph. It dropped by 93% from
0.6727 (before attack) to 0.0471 (after attack). This observation goes in hand
with the near 100% fooling rate achieved by the ECO-FGSM attack in the case
of intent based detection model.

Figure 2d shows the variation in AUC during the ECO-FGSM attack on per-
mission/intent based E-CNN malware detection model(s). Similar to the accu-
racy trend, the AUC score of the permission-based E-CNN detection model
decreased by 27.02% from 0.9526 (before attack) to 0.6952 (after attack).
Whereas in the intent-based E-CNN model, AUC dropped by 39.8% from 0.786
(before attack) to 0.4732 (after attack). The higher percentage drop of AUC in
the intent-based detection model suggests that it is less adversarial robustness
against ECO-FGSM than its permission-based counterpart.

We tabulated the results of post-adversarial attack investigation in Table 3.
It shows the top ten android permissions that were added the maximum num-
ber of times to malware samples for converting them into adversarial mal-
ware samples during the ECO-FGSM attack. We observe that these permis-
sions added benign nature in malware samples, making it difficult for the
permission-based E-CNN detection model to classify them as malware. The list
of top three android permissions use to generate adversarial malware samples
are android.permission.DISABLE KEYGUARD, android.permission.FORCE
BACK and android.permission.ACTIVITY RECOGNITION. We can also con-
clude that adding these top 10 Vulnerable Permissions into malicious sam-
ples can be helpful in easily generating adversarial malware samples. Simi-
larly, Table 3 shows the top ten intents that were added maximum times to
malicious samples for converting them into adversarial malware samples by
ECO-FGSM attack against intent-based E-CNN malware detection model. The
top 3 intents, namely android.intent.action.AIRPLANE MODE, android.intent.
action.ALL APPS and android.intent.category.APP FILES are added 9.91%,
9.91% and 8.30% respectively to generate adversarial samples. These top 10
vulnerable intents can also be used in the future to easily generate adversarial
malware samples.

4.3 Adversarial Retraining and Robustness of Models

The result of the ECO-FGSM evasion attack showed that the permission/intent
based E-CNN malware detection model(s) are vulnerable to adversarial attacks.
We then explored adversarial retraining as the defense strategy to counter the



Adversarial Robustness of Image Based Android Malware Detection Models 17

(a) Performance w.r.t. to accuracy

(b) Performance w.r.t. to AUC

Fig. 3. Performance (Accuracy and AUC) of permission/intent based E-CNN malware
detection model(s) during baseline, ECO-FGSM evasion attack, adversarial defense,
and ECO-FGSM reattack on retrained model(s) (Color figure online)

attack and improve the robustness of the E-CNN detection models. The aug-
mented dataset included the original dataset (malware and benign samples)
and adversarial malware samples with correct labels generated during the ECO-
FGSM attack. Random oversampling was used to handle class imbalance in the
augmented dataset. Then, permission and intent based E-CNN malware detec-
tion models were retrained on the augmented dataset. The same 80–20 train-test
split ratio was used to retrain-test both the malware detection models. Addi-
tionally, we again performed the ECO-FGSM attack on newly trained malware
detection models to examine the effect of adversarial retraining on the adversar-
ial robustness of the detection models.
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Accuracy Variations. Figure 3a depicts the variations in accuracy observed
across the workflow proposed in Fig. 1. The permission-based E-CNN malware
detection model achieved a baseline accuracy of 93.48% (blue bar). The ECO-
FGSM attack on the permission-based model reduced the model’s accuracy to
69.94% (red bar), a drop of 25.18% from the baseline model. Later, the adver-
sarial retrained model achieved an accuracy of 96.67% (yellow bar) for malware
detection. Finally, ECO-FGSM reattack on retrained model dropped its accuracy
to only 72.95% (green bar), which suggests that adversarial retraining improved
the robustness of the malware detection model, thereby improving its classifica-
tion ability.

We observe a similar trend for the intent-based E-CNN malware detec-
tion model. The baseline intent-based detection model achieved an accuracy of
76.70% (blue bar). The ECO-FGSM attack on the intent-based model reduced
the model’s accuracy to 47.97% (red bar). The adversarially retrained intent-
based detection model achieved an accuracy of 85.44% (yellow bar). Finally,
ECO-FGSM reattack on the retrained intent-based model dropped its accuracy
to only 74.83%. It also suggests that the intent-based E-CNN malware detec-
tion model is adversarially more robust against the ECO-FGSM attack than its
permission counterpart.

AUC Variations. Figure 3b shows the AUC variations observed across the
proposed workflow in Fig. 1. It follows a very similar trend to the accuracy graph
(Fig. 3a). Concerning the permission-based E-CNN malware detection model, the
baseline model achieved an AUC of 0.9343, which is then reduced to 0.6952 after
the ECO-FGSM attack. The adversarially retrained model achieved an AUC of
0.9668. The ECO-FGSM reattack on retrained model dropped its AUC to 0.7696.
We observe a similar AUC variation in the case of the intent-based E-CNN
malware detection model. The baseline model accomplishes an AUC of 0.7638,
which is reduced to an AUC value of 0.4731 after the ECO-FGSM attack. The
adversarial retrained model accomplished an AUC of 0.854. The ECO-FGSM
reattack on retrained model dropped the AUC to only 0.7776. Therefore, we can
conclude that the intent-based E-CNN malware detection model is adversarially
superior to the permission-based model against the ECO-FGSM evasion attack.

5 Related Work

Researchers have investigated machine learning and deep neural network
approaches to construct various android malware detection systems, which have
shown promising results. Aung et al. (2013) proposed a permission-based android
malware detection system that used a random forest classifier and achieved
91.78% accuracy [32]. Yerima et al. (2014) used permission and code based fea-
tures in a Bayesian classifier and attained 93% accuracy [30]. Verma et al. (2016)
used permission and intent based features with the J48 decision tree classifier
and achieved 94% classification accuracy [27]. Naway et al. (2019) fed a com-
bination of features including permissions and intents into a DNN to achieve
95.31% accuracy [17].
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Some studies also explored Convolutional Neural Network (CNN) for the mal-
ware detection task. However, we explore an alternate approach using a CNN
model that has an embedding layer. The advantage is that the image conversion
occurs implicitly within the detection model and thus may not be accessible
to a black-box attacker for adversarial perturbations. Also, the embedding layer
gives a more concrete feature representation of android samples owing to a larger
number of feature parameters. It is also retrainable which enhances the robust-
ness of detection models. We also achieve a higher baseline accuracy for malware
detection using permissions on a comparatively larger dataset.

There has been limited investigation on the robustness of malware detec-
tion models based on machine learning and deep learning algorithms in terms
of adversarial attacks and defenses. Grosse et al. (2017) used FGSM to craft
adversarial samples against a malware detection model and explored adversar-
ial retraining as the defense mechanism [11]. Their attack gave misclassification
rates of up to 63% against a dense neural network that directly processed binary
feature vectors of samples extracted from the DREBIN dataset. Liu et al. (2019)
used a genetic algorithm to create adversarial malware samples against machine
learning based malware classifiers that were trained on the DREBIN dataset [16].
In another related study, Grosse et al. (2016) used the Jacobian-based Saliency
Map attack to create adversarial samples [10]. They used adversarial retraining
and defensive distillation for defense against a DNN malware classifier trained on
the DREBIN dataset. They achieved misclassification rates ranging from 60%
to 80%. There have been some other studies concerning black-box attacks on
malware detection as well. Hu et al. (2017) used a generative adversarial net-
work to create adversarial samples in a black box setting [13]. There has been
minimal work on attacking malware detection models based on a neural net-
work that uses embedding layer(s). Xu et al. (2020) used cosine similarity in a
gradient-based attack to create adversarial perturbations for text classification
models [28]. Kurakin et al. (2017) attacked a CNN model using FGSM. However,
we propose a modified FGSM attack on an embedding-based CNN model in the
malware domain [15]. The attack achieved almost 100% fooling in the case of
the android intents feature. The advantage of the proposed attack over other
white-box attacks lies in its simplicity and efficiency due to its low processing
overheads.

6 Conclusion

This paper explored the adversarial robustness of an image-based malware detec-
tion model. The paper first proposed a novel malware detection pipeline to
construct the E-CNN models which is a hybrid CNN design with an embed-
ding layer. The designed permission and intent based E-CNN malware detection
models achieved classification accuracies of 93.48% and 76.7% respectively. Lit-
erature suggests that much work has already been done on malware detection
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using CNNs and DNNs. However, our paper moves one step further and investi-
gates the adversarial robustness of these malware detection models. Therefore,
we proposed an evasion-based adversarial attack strategy named ECO-FGSM
to convert malware samples into adversarial malware samples that are forcefully
misclassified as benign by the malware detection models. The attack achieved
high fooling rates of 55.72% and 99.97% against the permission and intent based
E-CNN malware detection models, respectively. We also list the most vulnerable
permissions and intents that can be added to malicious samples to convert them
into adversarial malware samples that can fool the detection models. Finally, we
developed adversarial retraining as a defense strategy to counter the adversar-
ial attack and improve the robustness of the detection models. The adversarial
defense improved the accuracy of permission and intent based E-CNN detection
models by 3.41% and 11.4% over their baseline performances, respectively. The
ECO-FGSM reattack after adversarial retraining showed that the fooling rates
decreased by 23.28% and 97.55% against permission and intent E-CNN models,
respectively. Hence, we conclude that investigating the robustness of a malware
detection model with adversarial attack and defense is an essential step that
helps improve its overall performance before any real-world deployment.
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Abstract. Android applications are extremely popular, as they are
widely used for banking, social media, e-commerce, etc. Such applica-
tions typically leverage a series of Permissions, which serve as a conve-
nient abstraction for mediating access to security-sensitive functionality,
e.g., sending data over the Internet, within the Android Ecosystem. How-
ever, several malicious applications have recently deployed attacks such
as data leaks and spurious credit card charges by abusing the Permis-
sions granted initially to them by unaware users in good faith. To allevi-
ate this pressing concern, we present DyPolDroid, a dynamic and semi-
automated security framework that builds upon Android Enterprise, a
device-management framework for organizations, to allow for users and
administrators to design and enforce so-called Counter-Policies, a conve-
nient user-friendly abstraction to restrict the sets of Permissions granted
to potential malicious applications, thus effectively protecting against
serious attacks without requiring advanced security and technical exper-
tise. Additionally, as a part of our experimental procedures, we intro-
duce Laverna, a fully operational application that uses permissions to
provide benign functionality at the same time it also abuses them for
malicious purposes. To fully support the reproducibility of our results,
and to encourage future work, the source code of both DyPolDroid and
Laverna is publicly available as open-source.

Keywords: Permission-abuse attacks · Access control · Android
Enterprise

1 Introduction

In recent years, there has been an increase in the number of malicious applications
in the Android Ecosystem [1], targeting users with a large variety of attacks, e.g.,
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harvesting private data [2], making unwanted credit card charges [3], retrieving the
location of users [4], etc. Whereas the root causes for such attacks have been largely
explored in the literature [5], an increasing number of applications look to use and
abuse the permissions granted legitimately by users to carry out attacks. These
so-calledPermission-Abusing Applications (PA-Apps) initially pose as benign and
request users to grant a seemingly normal set of permissions to deliver some harm-
less functionality, e.g., sorting out contact information. However, they later abuse
the granted permissions to facilitate attacks, e.g., leaking the user’s contacts to a
remote server via the Internet [6,7].

Also recently, Android Enterprise (AE) [8] has emerged as a convenient
framework for monitoring and configuring Android devices in a remote fash-
ion, e.g., automatically installing and uninstalling apps and services. These fea-
tures allow for AE administrators, AE-Admins for short, to manage and enforce
security policies protecting users and organizations from costly attacks, e.g., by
automatically removing previously-known malicious apps from devices at once. In
such a context, AE-Admins may also want to prevent the deployment of attacks
carried out by PA-Apps that are unknown beforehand, and may be downloaded
and installed on devices by users at any moment of time. However, solving such
a problem involves the following challenges:

1. Detection. How to detect previously-unknown PA-Apps running on devices?
2. Prevention. How to efficiently prevent PA-Apps from carrying out attacks?.
3. Administration. How to help AE-Admins to deploy protections against PA-

Apps to several different devices in an straightforward and efficient way?
4. Flexibility. How to keep protections against PA-Apps up-to-date with respect

to changes in the configuration of devices, i.e., the installation of new apps?.
5. Adoption. How to protect users from PA-Apps without requiring security

expertise and/or modifications to either devices, the OS, or PA-Apps?.

To address these challenges, this paper presents DyPolDroid (Dynamic
Policies in Android), a dynamic, semi-automated security framework for effec-
tively detecting and neutralizing PA-Apps by means of the following:

1. Detection. DyPolDroid starts by identifying a series of Behavioral Patterns:
pairs of Permissions that, if used in combination inside the code of a potential
PA-App, may facilitate a successful attack, e.g., combining the Internet and
Read-Contacts permissions to perform a data leak [9].

2. Prevention. Then, DyPolDroid allows for users and AE-Admins to easily write
Counter-Policies restricting the occurrence of Behavioral Patterns within
Android apps. Later, such Counter-Policies are evaluated and translated into
Device Policies: lists of permissions that are allowed or denied for each poten-
tial PA-App, and are sent for enforcement on devices via the AE.

3. Administration. Also, DyPolDroid allows for AE-Admins to easily configure
and deploy default security Counter and Device Policies restricting the per-
missions patterns that may be abused by potential PA-Apps, thus effectively
preventing them from carrying out attacks on AE-managed devices.

4. Flexibility. In addition, up-to-date information on the specific configuration
of each device can be also retrieved by means of the AE, and later leveraged
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to create custom Counter-Policies that can not only account for previously-
unknown, newly-installed PA-Apps, but may also enforce other relevant orga-
nizational policies, e.g., restricting gaming apps during office hours.

5. Adoption. Finally, DyPolDroid requires no manual, user-made configurations
of devices, nor it requires modifications to the device OS, the supporting
hardware, nor modifications to the code of potential PA-Apps, as required
by other approaches in the literature [10,11], which greatly increases its suit-
ability and convenience for being successfully deployed in practice.

Overall, this paper makes the following contributions:

1. We present a description of PA-Apps, including their relationship with other
types of malicious apps for Android that have been studied in the literature.

2. We introduce DyPolDroid, which provides an effective solution for counter-
acting PA-Apps at the same time it offers an convenient degree of automation
that requires no advanced security expertise from either users or AE-Admins.

3. As a part of our experimental procedure, we also introduce Laverna, a fully
operational PA-App, which uses permissions to provide benign functionality,
e.g., send automated text messages to phone contacts, at the same time it
also abuses them for malicious purposes, e.g., leaking the name and phone of
all contacts to a remote server over the Internet.

4. Finally, to support the reproducibility of our experimental results, and to
encourage future work based on our reported findings, the source code of
both DyPolDroid and Laverna is publicly available as open-source [12].

This paper is organized as follows: Sect. 2 presents some background on the
technologies later explored in the paper, and provides a concise definition of
the problem that is then later addressed in Sect. 3. We provide a description
of a preliminary procedure we have conducted to evaluate the effectiveness of
DyPolDroid in Sect. 4, and then discuss some future work and conclude the paper
in Sect. 6. A preliminary version of this paper appeared as a poster abstract in
the Proceedings of the 6th IEEE European Symposium on Security and Privacy
2021 (Euro S&P 2021) conference [13].

2 Background and Problem Statement

2.1 Android Permissions

In the Android Ecosystem, apps must request and obtain so-called Permissions,
which serve as convenient abstractions for mediating accesses to the resources of
the host device, e.g., sending data over the Internet, turning the camera on and
off, sending SMS texts and calls, etc. Android Permissions have been extensively
studied in the literature, and have seen a number of changes over the years [14–
16]. Historically, there are two major recognizable eras: the all-or-nothing era,
and the run-time era. Prior to Android 6.0, all permissions requested by an
app needed to be granted by users at installation time; users were presented
with a list of permissions to accept or deny once the app have been downloaded
but before installation could begin. If users would choose to deny the requested
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permissions, the installation of the app would fail. With the release of Android
6.0, the permission model was modified such that apps needed to request access
to a permission the first time that they wanted to use it, which allowed for a
more fine-grained approach in which users would accept or reject each permission
individually [17]. Finally, once a permission is granted to an app, it can be
used repeatedly by the instructions of the app’s code to access the functionality
guarded by it, e.g., using the Internet permission to access the Internet.

2.2 Android Enterprise

Android Enterprise (AE) is a device management framework that allows for
organizations to remotely monitor and configure Android-run devices, e.g., auto-
matically installing and uninstalling apps without extensive user intervention [8].
In addition, for security purposes, AE leverages the permission model described
before to dynamically update, e.g., grant or deny, the permissions requested by
individual apps, thus allowing for AE administrators to remotely allow or restrict
the functionality of the apps installed on a managed device at will. Devices can be
remotely managed in two different modes: in the Fully-Managed mode, devices
may have their configurations set remotely by an AE administrator, leaving little
room for users to change the settings of the device. Alternatively, in the Bring-
Your-Own-Sevice (BYOD) mode, devices may allow for two different profiles to
be configured and co-exist inside a device: a work profile fully controlled by an
AE as described before, and a user profile that can be left for users to configure
at will, e.g., downloading and installing apps at will.

In addition, leveraging the features provided by AE, administrators can also
obtain real-time device configuration data, which may allow them to dynami-
cally send and install, a.k.a., push, customized, app-specific permissions on the
device depending on the current configuration and any other related context
information. This introduced a convenient approach for remote security man-
agement that removes the need of instrumenting the device itself, the device
OS, the code of apps (APK files), or any other supporting API, as required by
previous approaches in the literature [18]. However, this approach for remotely
updating permissions may be in fact limited by the network bandwidth avail-
able to the device at a given moment of time, which may affect the deployment
of immediately needed changes, e.g., denying permissions to a potentially mali-
cious app that has been just detected by AE as installed in the managed device.
Also, AE is currently available to devices running versions of Android greater
than 5.0.*, and the BYOD mode discussed before is only available to versions of
Android running an API level 23 to 29. For the purposes of this paper, we will
assume the devices implementing our approach are managed by an existing AE,
follow the Android version features just mentioned, and implement either the
fully-managed mode or the BYOD mode with a work profile as discussed before.

2.3 The Behavior of Android Applications

For the purposes of this paper, we define Application Behavior, or simply Behav-
ior for short, as any functionality depicted by an app when executed. Examples
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Fig. 1. Classifying Apps in Android based on Behavior. In this paper, we are interested
in detecting and neutralizing PA-Apps, which are always regarded as malicious.

include, but are not limited to: gaming, social networking, picture-taking, etc.,
Conversely, an Attack is a well-recognized and highly-undesirable behavior, which
may have a negative effect on the user and/or the device. Illustrative examples
may include the violation of user privacy via leaking of user contacts, or a finan-
cial affectation via unwanted texts or calls.

Having said this, an app is said to be Benign if it strictly provides the behav-
ior expected by the user, as stated either by means of a formal or informal doc-
umentations and/or descriptions, without causing any affectation to the user
or the device. In contrast, a Malicious app attempts to subvert the normal,
intended use of the expected behavior in an attempt to cause an unwanted
affectation either to the user or the device itself [10,11]. In addition, an Over-
Privileged app requests more permissions than the ones needed to provide its
expected benign behavior, and can either neglect such extra permissions, thus
staying as a benign app, or can actively use them in a malicious way [19–22].

Finally, a Permission-Abusing app (PA-App) is a seemingly benign app that
is also secretly malicious: its formal or informal usage documentation states that
it uses permissions in an expected, harm-free way, e.g., for sending messages to
contacts via the Internet, but it may also use them in a malicious, unwanted,
and potentially user-harming way as well, e.g., for leaking contacts data to a
remote server [3], installing tracking software [4] or collecting user data [2].

2.4 Problem Statement

For the purposes of this paper, we assert that apps that request access to permis-
sions and knowingly misuse them are malicious, i.e., they are PA-Apps, as such
permissions may allow for them to successfully carry out attack(s). Therefore, we
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Fig. 2. How DyPolDroid Works: a User signs up for an Android Enterprise (1) and
moves on to write Counter-Policies (2), which are later evaluated against the Attack
Patterns obtained from any installed PA-Apps (3), producing a Device Policy that is
then sent to the Device (4). As a result, PA-Apps have their permissions blocked (5).

aim to detect all potential apps installed on devices that may be PA-Apps, and we
also aim to prevent them from successfully exploiting any granted permissions at
run-time. Following Fig. 1, detecting all potential over-privileged apps that may
or may not be malicious is out of scope of this paper. Also, the detection and
prevention of all other malicious Android apps that carry out attacks by means
of other techniques other than the abuse of permissions, e.g., dynamic library
updates [23], is also out of scope.

3 Our Approach: Dynamic Permission Updates
for Potential PA-Apps via the Android Enterprise

To address the problem just described, we now introduce DyPolDroid (Dynamic
Policies in Android): a dynamic security framework graphically shown in Fig. 2,
in which both users and AE-Admins can actively restrict the behavior of PA-
Apps, thus preventing the occurrence of costly attacks in Android devices.

We start in Sect. 3.1 by introducing the concept of Behavioral Patterns:
pairs of permissions which, if used together within an app’s code, may facilitate
permission-abusing attacks. Then, we move on to describe in Sect. 3.2 how users
and AE-Admins can write so-called Counter-Policies for restricting Behavioral
Patterns in Android apps. As it is further described in Sect. 3.3, such patterns
are in turn discovered by analyzing the data flow of potential PA-Apps installed
on a device, and are key component for ultimately producing so-called Device
Policies, which, as it will be shown in Sect. 3.4 are subsequently enforced by
leveraging the dynamic permission updates provided by the AE.



Protecting Users and Organizations from Permission-Abuse Attacks 29

1 <Rule RuleId="Laverna_Attacks" Effect="Deny">

2 <Target >

3 <AnyOf > <AllOf > <Match Id="boolean -equal">

4 <AttributeValue >true</AttributeValue >

5 <AttributeDesignator AttributeId="Laverna"/>

6 </Match > </AllOf > </AnyOf >

7 <AnyOf > <AllOf > <Match Id="boolean -equal">

8 <AttributeValue >true</AttributeValue >

9 <AttributeDesignator AttributeId="Steal_Contacts"/>

10 </Match > </AllOf >

11 <AllOf ><Match Id="boolean -equal">

12 <AttributeValue >true</AttributeValue >

13 <AttributeDesignator AttributeId="Steal_Messages"/>

14 </Match ></AllOf > </AnyOf >

15 </Target >

16 </Rule>

Listing 1.1. A Counter-Policy for the Laverna PA-App.

3.1 Behavioral Patterns

Following the description started in Sect. 2.1, we define a Behavioral Pattern as a
sequence of permissions required by apps to execute either a benign behavior or
an attack [9,24]. As an example, the gaming behavior may include the pattern:
(CAMERA, INTERNET), whereas a contact-leaking attack may require an pattern
such as (READ CONTACTS, INTERNET). Android apps, including PA-Apps, may in
turn depict different behavioral patterns, and there may be an overlap between
the permissions exhibited in benign and attack patterns, e.g., the Internet
permission being simultaneously used for sending messages (benign) and leaking
private data (attack) as just discussed.

3.2 Writing Counter-Policies

Initially, Counter-Policies are written using a series of templates depicting a sub-
set of XACML, the de facto language for authorization and access control [25].
Users and AE-Admins are then able to protect their device by specifying a variety
of rules including features like: which applications can be installed, the default
permission policy of any newly installed application, and what potential attacks
the user would like to defend against. More interestingly, rules may also include
what Behavioral Patterns may be allowed for Android apps that are installed
on the device in the future. As an example, Listing 1.1 shows an excerpt of a
Counter-Policy for Laverna, a self-developed PA-App that will be featured in
Sect. 4. Two Behavioral Patterns, namely, Steal Contacts and Steal Messages,
which correspond to the namesake attacks, are specified in lines 7–10 and 11–14.
Figure 3 presents a graphical depiction of the process just discussed: Behavioral
Patterns can be leveraged to construct custom Counter-Policies, which are then
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Fig. 3. From Behavioral Patterns to Device Policies: Templates describing Behavioral
Patterns are leveraged by users and AE-Admins to write Counter-Policies (1), which
are then fed as an input to DyPolDroid’s Policy Engine (2), so they can be turned into
Device Policies (3). Later, Device Policies are handled by a Policy Enforcement Agent
(4), which also retrieves up-to-date device configuration data from the Device (5).

subsequently processed by DyPolDroid to create Device Policies. In addition,
Counter-Policies leverage the conflict resolution features provided by XACML
for the case when multiple policies are applied to the same device, allowing for
DyPolDroid to resolve conflicts before any resulting policies are sent to the user’s
device, as show in Fig. 3 (2).

3.3 Discovering Behavioral Patterns

Our Behavioral Patterns are inspired by a set of predetermined attack vectors
that were found to be common place across a number of known malicious apps [9].
Those vectors can be represented as a sequence of instructions mapping data
from a source instruction to a sink instruction within the app’s code. Normally,
both source and sink instructions will include a function call to an Android
Class Function (ACF) performing a sensitive functionality operation, which will
be in turn guarded by a given Android Permission. For example, the Behavioral
Pattern: (READ CONTACTS, INTERNET), may be depicted within a PA-App code as
a sequence of instructions depicting the flow of sensitive data, e.g., user’s contact
information, in which the first instruction extracts the contacts (source) and the
last one sends them to a remote server via the Internet (sink).

To detect the occurrence of Behavioral Patterns within potential PA-Apps,
DyPolDroid leverages Taint Tracking [26], a well-known data flow analysis tech-
nique. Initially, data flow sequences are obtained from the APK file of the PA-
App by leveraging FlowDroid [27]. Then, for each sequence, its source and sink
instructions are cross-referenced against a list containing a series of mappings
between ACFs and the Permissions such ACFs require for successful execution,
as mentioned before. If the permissions mapped to both the sink and source
instructions are found to depict a Behavioral Pattern P, then the permissions
included in P are returned as a result for further processing, as detailed next.
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Fig. 4. Creating Device Policies in DyPolDroid. The set of authorized permissions from
each Behavioral Pattern is obtained by evaluating Counter-Policies (1) (2), whereas the
set of observed permissions is obtained via Taint Tracking analysis on potential PA-
Apps (3). Later, the set of resulting permissions is calculated by comparing the denied
and the requested permissions, and it is later encoded as a Device Policy (4), which is
set out to the Device for enforcement via the AE (5).

3.4 Device Policies and Enforcement

Figure 4 gives an overview of how Device Policies are created. First, the set of
authorized permissions is calculated by evaluating the Counter-Policies that may
be relevant under the current context, e.g., the AE, the organization, the user,
the device, etc. Second, the set of observed permissions, as depicted by the code
of a potential PA-App, is obtained by means of the procedure described in the
previous Section. Third, the set of resulting permissions is obtained by intersect-
ing the sets of authorized and observed permissions. These resulting permissions
are then updated within the Device Policy to allow or block their future usage.
Listing 1.2 shows a sample Device Policy that blocks the READ CONTACTS (lines
6–7) and READ SMS (lines 8–9) permissions for the Laverna PA-App that will be
discussed in Sect. 4.

Once a newly-generated Device Policy is received by the AE, it is forwarded
to the device following the procedures described in Sect. 2.2. Once received, the
policy will immediately begin to apply. If there are any conflicts between the
user’s device and the new-applied policy, e.g., an installed application is not
allowed by the policy, the device manager will freeze the profile until the device
is compliant with the policy, e.g., forcing the user to manually uninstall the
offending PA-App. Finally, DyPolDroid uses a SHA 256 hash in conjunction with
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1 { "defaultPermissionPolicy ": "PROMPT",

2 "applications": [{

3 "packageName": "com.example.laverna",

4 "installType": "REQUIRED_FOR_SETUP",

5 "permissionGrants ": [

6 { "permission": "android.permission.READ_CONTACTS",

7 "policy": "BLOCK"},

8 { "permission": "android.permission.READ_SMS",

9 "policy": "BLOCK "}

10 ]}

Listing 1.2. A Device Policy for the Laverna PA-App.

the application package to ensure that if different versions of the same potential
PA-App are installed, only matching apps have the appropriate actions taken
against them. This is important when there are multiple versions of the same
app installed on devices for different users, e.g. v1.1.33 and v1.1.34.

4 Preliminary Evaluation

For the purposes of evaluating our approach, we have developed Laverna: a
proof-of-concept PA-App that requests several permissions for benign function-
ing, getting full access to the user’s contacts, real time location, and SMS so
it can serve as a messaging application. However, it also silently exploits the
granted permissions to collect and leak data to a remote server when the user
is messaging another user. The leaked data includes the contact’s full name and
phone number and the messages sent, including who the sender and receiver
are. The Counter-Policy shown in Listing 1.1 gives the response to the different
types of attacks a users wants to defend against. In this case the two attacks
are: Steal Contacts, and Steal Messages. Should any of the attacks be found when
analyzing the application, the action taken against the used permissions will be
to deny them. This change in allowed permissions is reflected in the JSON-based
Device Policy shown in Listing 1.2.

In our experiments, Laverna was downloaded on an experimental device, and
a user was allowed to select what permissions can be granted before installed
such PA-App. Our tests show that DyPolDroid was able to block this application
from collecting the user’s data and sending it off the device. Since a subset of
the permissions requested by Laverna were found to be malicious, the default
policy was overridden to block them on the device. While this approach does
not preemptively block the leaking of user data, once DyPolDroid has been
performed its analysis future cases will mitigate such attacks.

5 Related Work

As described in Sect. 1, several different approaches in the literature have
addressed the problem of malicious applications in Android. In such regard,
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DyPolDroid is not the first attempt at increasing the security of mobile devices,
nor the first to propose fine-grained device policies. In this section, we compare
DyPolDroid with previous work, describe similarities and sources of inspiration,
and also clarify key differences that add up to the novelty of our approach.

VetDroid [24] was intended to discover and vet undesirable behaviors in
Android applications, by analyzing how permissions are used to access (sen-
sitive) system resources, and how these resources are further utilized by the
application, allowing for security analysts to easily examine the internal sensi-
tive behaviors of an app. Our description of PA-Apps, presented in Sect. 2, is
inspired on this idea. DyPolDroid goes as step further by introducing the con-
cept of attack patterns in Sect. 3.3 to identify malicious behavior in potential
PA-Apps.

Kratos [5] is a vendor independent tool for detecting errors in Android secu-
rity enforcement. It allows for potential permission misuse to be more easily
located by creating a call graph of the Android system image, and marking
each entry-point to the graph. The nodes in the graph are annotated with secu-
rity relevant information. The taint analysis depicted by DyPolDroid, which is
described in Sect. 3.3, follows a similar approach. However, we aim to detect well-
defined attack patterns on the sequences of method calls exhibited by potential
PA-Apps. If a pattern is detected, it may be then subsequently restricted by
means of a Counter and a related Device Policy.

Slavin et al. [28] proposed a technique to automatically detect policy vio-
lations due to errors or omissions within Android applications. They were able
to classify these violations into two categories: strong and weak violations. The
former is when an application fails to state the data collection purpose, while
the latter is when the application vaguely describes its data collection process.
DyPolDroid depicts a similar approach in which potentially malicious PA-Apps
are identified by the attack patterns they depict within their code. However, the
restriction of such PA-Apps may not only depend on their successful identifica-
tion, but also on the Counter and Device policies as illustrated in Sect. 3.4.

DroidCap [29] introduced OS-level support for so-called capability-based per-
missions in Android, which provided further separation of privileges within an
application by modifying the Android Zygote and IPC. Whereas this technique
may able to provide a fine-grained, more specific approach for defeating mali-
cious apps, it still requires modifications to the Android OS itself, which can be
a considerable barrier for its adoption in practice. In contrast, since DyPolDroid
relies on the remote configuration features of the AE, it requires no modification
to the OS of the managed devices.

BorderPatrol [30] leverages the Bring Your Own Device (BYOD) paradigm,
similar to the work profile discussed in Sect. 2.2. It protects devices by creat-
ing a customized Mobile Device Manager that leverages fine-grained contextual
information, thus providing a more fine-grained approach than the AE. How-
ever, since BorderPatrol uses the Xposed Module Repository [31], it requires
root access to managed devices, which may introduce additional trouble [32].
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Finally, Reaper [33] provides real-time analysis of Android apps, in an effort
to augment and complement the Android Permission System, thus potentially
counteracting ongoing attacks. As with DyPolDroid, Reaper leverages dynamic
analysis of Android APK files to detect permission abuse, and also uses stack
trace info of the running process for further processing. However, it also leverages
the Xposed framework, thus, it also requires root access to devices.

6 Conclusions and Future Work

PA-Apps are still an ongoing problem for Android Ecosystems. In such regard,
DyPolDroid offers an effective and convenient solution that requires no root
access to user’s devices nor any modifications to the code of PA-Apps: two con-
straints that have limited the deployment in practice of previous approaches.

As a matter of ongoing and future work, we are currently analyzing sev-
eral PA-Apps to identify Attack Patterns and potential templates for Counter-
Policies that can effectively defeat them. We plan to use this insight to con-
duct a study in which users sign up for an experimental Android Enterprise.
Then, we aim to collect data on how the devices are used, and verify whether
DyPolDroid was able to accurately detect when permissions were improperly
abused. Also, we will collect data regarding the level of user satisfaction with
respect to the restrictions observed in the functionality of potential PA-Apps as
a result of using DyPolDroid. Finally, we must notice that the Android Open
Source Project does not maintain a complete mapping of the public permis-
sion functions, which is required by our analysis described in Sect. 3.3. In the
past, there have been noticeable attempts to determine these, namely Axplorer
[34], and PScout [35]. However, at the moment of publication of this paper, the
aforementioned approaches were no longer up-to-date with newer versions of
Android. Therefore, we plan to further work on this issue, as should more up-
to-date mappings become available in the future, the accuracy of DyPolDroid
will likely increase.
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Abstract. Metacognition plays important roles in human judgments. In this study,
we study two types of metacognitive skills, namely calibration and resolution, in
individuals’ judgments of phishing emails. Drawing upon the ProbabilisticMental
Model (PMM)andpast researchonphishingdetection,we examine individual- and
task-related factors and their impacts on both skills. Results from an online survey
experiment show that task-related factors (i.e., email familiarity, judgment time,
variability of judgment time, and task easiness) influence calibration while both
task- and individual-related factors (i.e., online transaction experience, victimiza-
tion experience, email entity familiarity, and variability of judgment time) influ-
ence resolution. Interventions to improve individuals’ metacognition in phishing
email detection are discussed.

Keywords: Detection of phishing email ·Metacognition · Calibration ·
Resolution · Probabilistic Mental Model

1 Introduction

Humans are an integral part of defense against phishing emails, as technological solu-
tions are insufficient to stop phishing attacks [1, 27, 35, 50]. The ability of a person to
distinguish phishing emails from legitimate emails is a key element in cybersecurity.
Thus, phishing email detection has been a popular topic of research in recent years [4,
21, 45, 46].

Literature shows that people suffer from judgmental bias such as overconfidence
when detecting phishing emails [20, 46], which explains why they fall victim to phishing
attacks even after training [21]. Such kind of bias reflects their deficiency in metacogni-
tive skills. Recently, scholars have started to examinemetacognition in phishingdetection
[9, 46], with the goals to recognize roots in the metacognitive bias and design interven-
tions to improve individuals’ metacognitive skills for phishing detection. Other than
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overconfidence, calibration and resolution represent two important skills in metacogni-
tion [52]. Calibration refers to the skill to correctly assign judgmental confidence based
on accuracy, and resolution refers to the skill of a person to distinguish correct judgments
from incorrect judgments. Both skills influence how a person processes information in
a judgmental task and how the judgment may influence subsequent behavior (e.g., seek-
ing more information, or committing the decision). While calibration and resolution
have been widely studied in judgmental literature [25, 52], their applications in phishing
detection research have been scarce [9].

This study answers these questions: 1) What are the metacognitive skills of a person
in the context of phishing email detection? And, 2) what factors influence a person’s
metacognitive skills in phishing detection? We first present the conceptualizations of
the skills, and then draw upon the Probabilistic Mental Model [17, 22] and the phishing
detection literature [11, 21, 43–45, 48] to study the impact of a few antecedent factors
on both skills. Lastly, we report an online experiment conducted to survey respondents
and empirically test the effects of the antecedents.

2 Calibration and Resolution: Conceptualizations

Two important metacognitive skills are calibration and resolution [52]. Both are based
on probabilistic judgments, i.e., how likely an email is a phishing email. By assigning
a confidence level to a judgment, the person’s metacognitive skills can be measured.
Accordingly, calibration represents the reliability of a person in correctly assigning
confidence levels to individual judgments. It is examined by employing a series of
judgments and aggregating the discrepancies between confidence and accuracy across
the judgments [34, 41]. Higher calibrationmeans the person is more reliable and credible
in the judgments [42].

Resolution, in contrast, represents a person’s capability to distinguish correct judg-
ments from incorrect judgments, thus reflecting their diagnosticity or discriminability
[23]. It resolves an inherent issue in calibration when a person assigns the same confi-
dence level to all the judgments: for example, a person randomly predicts the sex of a
new-born baby with a 50% confidence [29], yielding perfect calibration but zero value
for prediction. Resolution resolves this issue by grouping the judgments based on their
similarities (i.e., same confidence levels) and examining the correctness of judgments
in those groups. This is based on the premise that for judgments at the same confidence
level, they should exhibit similar attributes and thus have the same results (i.e., right
or wrong). If a person feels confident about some judgments and those judgments are
all correct (i.e., true positive or true negative), or the person feels uncertain about some
judgments and those judgments are all incorrect, the person is said to have strong resolu-
tion skills to discern the correct and incorrect judgments. Thus, resolution has practical
value for prediction [36].

3 Theoretical Basis and Hypotheses

We draw upon the Probabilistic Mental Model (PMM) [17, 22] to study the mechanisms
of a person’s calibration and resolution skills. The model suggests that when making a
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probabilistic judgment, a person develops a PMM for the task through inductive infer-
ence, placing the task (i.e., judging an email) in a larger context called reference class
(that includes similar emails received earlier) and determines the conditional probability
of the event based on the context. The PMM links the specific constitution of the prob-
lem with that of the reference class stored in long-term memory, and the reference class
provides information cues to judge if the email is a phish [17].

The amount of information cues inferred from the reference class and the ecological
probability (i.e., chance of occurrence) of the event determine judgmental confidence
and accuracy, which then influence calibration and resolution [6, 7]. For example, both
grammatical errors and suspicious addresses are cues for phishing emails [12, 13], but
their ecological probabilities may differ: compared to grammatical errors, the existence
of suspicious email addresses is a stronger signal of phishing emails. Thus, if a person
makes the judgment solely based on grammatical errors, judgmental confidence will be
low or misjudgment may occur; but if the person uses the suspicious email addresses as
the basis of judgment, the person may be more confident and accurate.

Two general sources of bias exist in probabilistic judgment: one deals with limited
knowledge or experience of the individual regarding the ecological probabilities of the
events (called external errors), and the other deals with the difficulty of recalling refer-
ence class from long-term memory (called internal errors) [22]. For external errors, the
literature suggests that different individuals may have different knowledge or experience
with phishing attacks, and their attention to signals may differ due to individual and task
related factors [43]. Regarding this, we focus on a few previously verified factors that are
closely related to judgments: online transaction experience, victimization experience,
email familiarity, and source/business entity familiarity. The first two factors deal with
individual characteristics while the latter two deal with situational or task attributes.
Research on cognitive competence [19] suggests that these factors influence the abilities
of a person to recognize information cues from emails and to detect phishing emails.

For internal errors, we study factors that influence one’s ability in fetching reference
class or signals from long-term memory, including time spent in judging emails and
variability of judgment time, as time is key to effective processing of information in
judgmental tasks [3, 31, 47]. In addition, we include task easiness in the study, which
may also influence the observed calibration and resolution skills of a person due to the
well-known hard-easy effect [17, 22]. The impacts of the external and internal error
factors on calibration and resolution are discussed as follows.

First, we argue that personal experience deals with subjective knowledge about prior
objects or events [18]. Online transaction experience refers to the extent to which a
person uses Internet to conduct transactions. Such experience is positively related to
the individual’s ability in accomplishing online tasks [34]. Online experience helps to
accumulate information cues about potential online threats, therefore increasing the
reference class for judging new threats and enhancing the resolution skill of the person.
In general, Internet savvy individuals have greater knowledge and are more capable
of distinguishing phishing emails than amateurs [49]. This suggests a positive impact
of online transaction experience on resolution. Since experience may improve both
accuracy and confidence at the same time, resulting in no change in calibration [34], we
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therefore do not expect its impact on calibration. This leads to the following hypotheses
regarding phishing email detection:

H1: A person’s online transaction experience (a) does not influence the person’s
calibration skill but (b) increases the resolution skill.

Second, being a prior victim of phishing attacks provides more specific experience
with phishing attack. It may help reduce overconfidence in phishing email detection
[46], as the person is more aware of the true ecological probability (i.e., correctness or
actual occurrence) of phishing emails, which enables the person to adjust confidence
judgment accordingly. Thus, the person, after being victimized, would become more
aware of the existence and prevalence of phishing emails, and would therefore pay more
attention to information cues of potential phishing emails. This suggests an increase
in calibration skill. Additionally, prior victimization experience may help the person to
develop appropriate mental models (i.e., PMM) to process new emails, yielding a more
confident judgment. Prior victimization may also make a person more cautious about
phishing attacks, drawing more attention to information cues in emails and decreasing
the threshold to recognize a phishing email. This leads to improved resolution skill in
discerning potential phishing emails. Therefore, we hypothesize:

H2: A person’s victimization experience with phishing attack increases (a) the
calibration skill and (b) the resolution skill of the person.

Third, literature on cognitive competence [19] suggests that individuals feel more
confident in a context where they believe they are knowledgeable or familiar than in
a context where they believe they are uninformed and unfamiliar. General knowledge
about, and familiarity with, a context influences their abilities in interpreting informa-
tion cues in the context and the subsequent judgments. Perceived familiarity with the
source/business entity refers to the extent to which one feels acquainted with the source
or business entity in an email: for instance, the name and logo of the company in the
email are known to the person. Unfortunately, the same look-and-feel may be used to
deceive individuals, as people may react more favorably to a known business entity than
an unknown one [28]. Thus, emails sent from a known source significantly increase
user susceptibility to phishing [30]. If an email is sent from an unfamiliar business,
the person may become vigilant and examine the entirety of the email. Therefore, we
expect that perceived source/business entity familiarity causes people to feel trusted
and less concerns, leading to poor judgment and reduced calibration and resolution. We
hypothesize:

H3: A person’s perceived familiarity with the business entity in the email decreases
(a) the calibration skill and (b) the resolution skill of the person.

Fourth,we argue that, similarly, perceived email familiaritymay increase one’s confi-
dence in judgment, leading to overconfidence andmiscalibration. This can be interpreted
as familiarity with business entity: the same look-and-feel in an email may deceive the
user and cause the drawing of early conclusion without further inspecting the entirety of
the email. On the other hand, perceived email familiarity may help boost the resolution
skill: if a person has seen the email before, he or she may have had a mental model about
the email, and can retrieve themodel for direct judgment (with a high confidence) instead
of relying on external information cues or signals that may lead to biased judgment. We
hypothesize:
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H4: A person’s email familiarity (a) decreases the calibration skill while (b) increases
the resolution skill.

Fifth, the efforts a person puts on processing emails may influence judgmental skills.
Judgment time is defined as the time elapsed from the moment the person receives an
email to the moment the judgment is made. Literature in behavioral decision making
shows that cognitive effort (such as time) and accuracy are closely related [32]. In a
study on perceptual judgment, Baranski and Petrusic [5] found that increasing demand
for judgmental speed decreased the resolution skill of the subjects. For human detection
of errors, Klein et al. [24] found that effort affected detection performance through
changes in discriminability: by paying closer attention to information, an individual
might be better able to distinguish errors from correct data values. In terms of phishing
detection, less judgment time means, in general, that a person is unable or unwilling
to recall all relevant emails in the reference class from long-term memory, or does not
adequately detect signals in the emails but rushes to decision to save efforts. As a result,
calibration and resolution skills will both weaken. If more time is spent examining the
emails, a more solid reference class may be recalled and more information cues may be
processed, leading to improved judgment. Thus, we hypothesize:

H5: The time a person spends in judgment (i.e., judgment time) increases (a) the
calibration skill and (b) the resolution skill of the person.

Sixth, how individuals allocate cognitive resources in judgments is also an important
factor. When resources such as time are limited and attention is diverted, proper recog-
nition of information cues may not occur and the outcome may result in false beliefs [3].
Variability in attention influences subsequent judgments [23], as when a person deals
with many emails daily, which is the case in the era of digital communication. Greater
variability in judgment time is associatedwith the tendency to use heuristic rules that rely
on less or selective information [33], leading to bias [16]. Therefore, we hypothesize:

H6: A person’s variability of judgment time decreases (a) the calibration skill and
(b) the resolution skill of the person.

Last, calibration and resolution can be influenced by the difficulty of the tasks.
This is known as the hard-easy effect [22, 23]: in the calibration literature, it is widely
recognized that people are overconfident in judging difficult tasks and underconfident for
easy tasks, suggesting a positive effect of ease of tasks on calibration [5, 23]. Similarly,
easy tasks are found to be associated with increased resolution skills [5, 37]: from the
signal detection perspective [51], easy tasks imply that the signals of phishing emails
are strong, resulting in improved discriminability of the person. Thus, we hypothesize:

H7: The easiness of detection tasks increases (a) the calibration skill and (b) the
resolution skill of a person.

4 Research Method and Results

An online experiment was conducted to study individuals’ phishing email detection
abilities. The subjects each judged a group of 16 emails randomly picked from a pool of
phishing and legitimate emails, and the images of the emails were presented sequentially
to each subject in the web browser. The subjects then judged whether each email was
legitimate or not, and how confident they were (with a score of 50 to 100). They also
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answered questions regarding other research constructs. Following the suggestion by
Schneider [37], we employed equal proportions of phishing and legitimate emails in the
study to avoid truth-bias or lie-bias in judgments.

Table 1 shows the measurements of the independent variables. As our unit of anal-
ysis is individual, we obtained the mean value of business entity familiarity, and mean
value of email familiarity, across the group of emails for each subject. This captured the
subject’s overall familiarity with the source/business entities and emails. Online trans-
action experience and victimization experience were each measured by summing the
values of corresponding items. For each email, the time spent to make judgment was
recorded online; the total time spent on the 16 emails was then calculated to measure
judgment time. Following prior literature [8, 33, 39], the coefficient of variation (CV)
of the time spent on each email was calculated to measure variability of judgment time.
Task easiness was derived from the results of all the email judgments.

Table 1. Measurement of independent variables.

Independent variables Measurement methods

Online transaction experience 1) Buying products or services online with a credit card, a
debit card, or a payment service such as PayPal
2) Accessing bank accounts (such as checking, saving,
mortgage) online
3) Paying bills (such as electronic, utility, credit cards, loans)
online
4) Buying and selling stocks or mutual funds online

Victimization experience 1) Someone used or attempted to use your credit cards without
permission
2) Someone used or attempted to use your accounts such as
your wireless phone account, bank account or debit/check
cards without your permission
3) Someone used or attempted to use your personal information
without permission to obtain new credit cards or loans, run up
debts, open other accounts, or commit other frauds

Business entity familiarity How familiar do you think you are with the business entity
indicated in the email?

Email familiarity Have you personally received or seen this particular email
before this survey?

Judgment time Recorded online

Variability of judgment time The coefficient of variation (CV) of the time spent on the
emails was calculated

Task easiness The mean value of the easiness of judging the emails that a
subject received, where the easiness of each email was derived
from the proportion of subjects who judged the same email
correctly
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The dependent variables (i.e., calibration and resolution) are derived based on the
formulas provided by Björkman [7]. Control variables were each measured with a single
item. A total of 592 valid observations were obtained in the experiment.

We ran multiple liner regressions to test the hypotheses. The results are reported
in Table 2. First, online transaction experience has no significant effect on calibration,
but has a positive effect on resolution, supporting H1. Victimization experience has no
significant effect on calibration, rejecting H2a, but it has a positive effect on resolution,
supporting H2b. Source/business entity familiarity has no significant effect on calibra-
tion, rejecting H3a, but it has a negative effect on resolution, providing support for H3b.
Email familiarity has a negative effect on calibration as it increases CI, but its effect on
resolution is insignificant, providing support for H4a but not H4b. Judgment time has a
positive effect on calibration as it reduces CI, but its effect on resolution is insignificant
for RI, providing mixed support for H5. H6 is fully supported, as variability of judgment
time increases CI and reduces RI, suggesting that variability in decision time reduces
both calibration and resolution. Finally, task easiness increases calibration as it reduces
CI, but its effect on resolution is insignificant, providing support for H7a but not H7b.

Table 2. Results of multiple liner regressions.

Independent variables (a) CIa (b) RI

β t-value p-value β t-value p-value

Online transaction experience (H1) .075 1.727 .085 .155 3.543 .000

Victimization experience (H2) −.048 −1.183 .237 .091 2.196 .029

Business entity familiarity (H3) .057 1.280 .201 −.101 −2.212 .027

Email familiarity (H4) .099 2.323 .021 .054 1.245 .213

Judgment time (H5) −.135 −3.197 .001 .071 1.669 .096

Variability of judgment time (H6) .150 3.513 .000 −.137 −3.157 .002

Task easiness (H7) −.128 −3.223 .001 −.050 −1.238 .216

Number of emails per day .002 0.055 .956 .040 0.993 .321

Gender −.054 −1.344 .179 .044 1.078 .281

Age .000 0.007 .994 −.077 −1.833 .067

Education .017 0.428 .668 −.010 −0.255 .798

R2 .086 .057
a As CI is a penalty score, it is opposite to the calibration skills; thus, a positive regression
coefficient means reduced calibration skills, and vice versa.

5 Discussion and Conclusions

5.1 Contributions of the Study

The research makes two contributions. First, the introduction of calibration and resolu-
tion skills provides a newperspective in studying individuals’ phishing detection abilities
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that goes beyond prior literature on detection accuracy and overconfidence [20, 38, 46].
Accuracy is critical to judgmental performance, but it alone cannot fully characterize a
person’s phishing detection abilities. As the relationship between confidence and accu-
racy reflects how a person processes information for judgment [3], this study therefore
provides new insight into a person’s phishing detection abilities and adds to the portfolio
of cybersecurity skills recognized in prior literature [10].

Second, factors recognized in prior literature, such as individual characteristics,
have been studied for their impact on general knowledge questions [26], restricting
their applicability in phishing email detection. Our study is among the first to provide
empirical evidence of the factors in this field. Importantly, the finding of the different
impacts of individual characteristics and task attributes not only provides support to
prior literature [34, 40], but also has implications for research and practice (discussed
below).

5.2 Implications of the Study

For theory, our study suggests that in studying individuals’ phishing detection abilities,
the focus should move beyond judgmental accuracy and examine metacognitive skills in
terms of calibration and resolution. This will extend knowledge of individuals’ reliability
and diagnosticity in phishing email detection. If a person exhibits high accuracy but
low calibration and/or resolution, it could be that the person is underconfident in the
judgments or the judgmental task is not challenging enough to elicit the person’s actual
abilities.

Another important implication is the use of both calibration and resolution to assess
the effectiveness of fraud detection algorithms or models in Artificial Intelligence (AI).
People are not very good at detecting deception [15]; thus, intelligent agents are provided
for additional help, such as AI-based phishing email filters [2]. The challenge is that
an accurate model, developed from one dataset with a certain threshold, may perform
poorly in another dataset [14] since the threshold can be manipulated to achieve the
best performance in the first dataset. Thus, to select an effective intelligent agent, the
underlyingmodels should be tested using calibration and resolutionmeasures in addition
to traditional accuracy measure.

5.3 Limitations of the Study

The study has a few limitations that may be addressed in future research. First, the
online experiment was not conducted in a controlled environment, which may cause
bias. Thus, future research may employ other methods, such as field experiments, to
verify the findings. Second, we did not control for the subjects’ own abilities to detect
phishing emails, which may also influence their calibration and resolution skills. Future
research may expand the current study to incorporate personal ability factors.
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Abstract. The cybersecurity threat landscape has lately become overly
complex. Threat actors leverage weaknesses in the network and end-
point security in a very coordinated manner to perpetuate sophisticated
attacks that could bring down the entire network and many critical hosts
in the network. Increasingly advanced deep and machine learning-based
solutions have been used in threat detection and protection. The applica-
tion of these techniques has been reviewed well in the scientific literature.
Deep Reinforcement Learning has shown great promise in developing AI-
based solutions for areas that had earlier required advanced human cog-
nizance. Different techniques and algorithms under deep reinforcement
learning have shown great promise in applications ranging from games to
industrial processes where it is claimed to augment systems with general
AI capabilities. These algorithms have recently also been used in cyber-
security, especially in threat detection and endpoint protection, where
these are showing state-of-the-art results. Unlike supervised machine and
deep learning, deep reinforcement learning is used in more diverse ways
and are empowering many innovative applications in the threat defense
landscape. However, there does not exist any comprehensive review of
these unique applications and accomplishments. Therefore, in this paper,
we intend to fill this gap and provide a comprehensive review of the dif-
ferent applications of deep reinforcement learning in cybersecurity threat
detection and protection.

Keywords: Deep Reinforcement Learning · Network IDS · Endpoint
detection · Adversarial attacks · Advanced Threat Protection

1 Introduction

With the exponential rise in data, the need for its protection from theft and
damage has become particularly important. The modern-day attacks are much
more sophisticated, and when paired with the rise in cloud services, smartphones,
and the Internet of Things (IoT) devices, we now have a complex defense sce-
nario amidst a myriad of new cybersecurity threats that did not exist a few
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decades ago. Coordinated attacks that initially intrude via the network layer, and
then infect multiple hosts in quick successions are not uncommon even for non-
state/military networks and hosts now. Therefore, a robust Managed (Threat)
Detection and Response (MDR) system is necessary to provide integrated secu-
rity for the network and endpoint from threats and malicious activities.

Deep Reinforcement Learning (DRL) is gaining popularity in various fields
ranging from games to industrial processes and cyber-physical systems. It has
recently started gaining traction in various aspects of cybersecurity as well.
Though there exist surveys on use of DRL in security [29], but their focus is
not MDR. Therefore, in this paper, we have presented a review of the vari-
ous applications of DRL-based techniques and how they have improved various
aspects of MDR. As shown in Fig. 4, the MDR integrates two important threat
detection and prevention systems as follows:

– Intrusion (Detection &) Prevention System (IDPS/IPS): an IDPS/IPS is an
intrusion detection and prevention system. The IDPS/IPS works in conjunc-
tion with one or more Intrusion Detection Systems (IDS).

– Endpoint Detection & Response system (EDR): The role of an EDR system
is to secure the endpoints. Modern EDR also integrates the Host IDS (HIDS),
besides the Endpoint Protection Platform (EPP), and Advanced Threat Pro-
tection (ATP).

The market for EDR solutions is growing at a rapid pace, from $238 Mn.
in 2015 to $1.54 Bn. in 2020 while that of the global Intrusion Detection And
Prevention Systems (IDPS) is projected to grow by 5.4% (from USD 4.8 Bn.
in 2020 to USD 6.2 Bn. by 2025) [24]. The major factors responsible for these
changes include the increasing number of attacks, the rising privacy and security
awareness, etc. Hence the need to use the best technologies and frameworks to
keep up with the rapidly growing market is necessary. DRL offers advanced
solutions for many of the needs of both IDS and EPP, and with the increasing
funding trends in advanced Artificial Intelligence (AI) based solutions in this
area, we believe that a review of the different applications of DRL in various
aspects of threat detection and protection is very much needed at this stage.

The rest of the paper is organised as follows. In Sect. 2 we provide a brief
introduction on the diverse types of DRL techniques. Next, we provide a similar
introduction of the MDR, IDS and EDR systems, along with their respective
taxonomies in Sect. 3. Next, we describe and analyse the different arts that use
DRL in the IDS space in Sect. 4, and in the endpoint space in Sect. 5. Finally
we conclude the paper in Sect. 6.

2 About Deep Reinforcement Learning

Reinforcement learning (RL) [40] is the field of machine learning (ML) that
deals with sequential decision-making involving an agent which learns the desired
action policy (behavior) incrementally while interacting with the environment.
RL explores the different states of an environment using an explore-exploit
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Fig. 1. Interaction of different types of D/RL agents

mechanism/policy and hence the RL agent does not require complete knowl-
edge or control of the environment. The exploration policy of an off-policy agent
could be different from its action policy. Whereas, for an on policy-agent, a
stochastic action policy also aids the exploration of the environment. This is as
shown in Fig. 1.

RL is different from any supervised ML or Deep Learning (DL) algorithm.
Where supervised ML/DL aims to either maximize a likelihood function or min-
imize a loss function to estimate/predict an optimal value against a specific
record, RL tries to maximize total (absolute or discounted) reward over a tra-
jectory of observations. The observations in an LR context comprises of a set
of states, each of these states individually may closely resemble the input of a
supervised RL/DL problem. Therefore, an RL/DRL problem may house within
itself a supervised learning ML/DL algorithm to provide an estimate against
an individual state, which will be helpful for the agent to determine the policy
to maximize the overall reward. This is where the distinction between RL (also
known as Classical RL) and Deep Reinforcement Learning (DRL) [4,21] comes
in. In RL, the approximation function is either a simple classical ML algorithm
or even a non-ML model, like a tabular-memory structure as in the case of Q-
Learning [33]; whereas in DRL [40], such approximation functions are invariably
a DL algorithm. This distinction is illustrated in Fig. 2.

DL-based approximators as used in DRL are well suited for handling and
extracting insights from high-dimensional sensory inputs. These algorithms can
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Fig. 2. Classical RL vs. Deep RL (DRL)

process states consisting of inputs ranging from raw image frames to complex
raw sensor data. Where classical RL needs human expertise to extract domain-
relevant insightful features from the input states, the DL model in the DRL
algorithm can automatically extract complex non-linear features from raw-input
features, thus making them ideal for learning complex and dynamic real-world
processes.

A DRL-based algorithm could be further sub-divided into value
approximation-based algorithm [41] or policy-based [46] approaches and algo-
rithm. This distinction is based upon the underlying utility that the approxima-
tion function is targeted to estimate. This is illustrated in Fig. 3. If the approx-
imation algorithm aims to estimate the value of being in a future state, which
further influences the policy of the agent, then such approach and hence the
algorithm falls under the value (approximation based) D/RL approaches. The
common value based DRL algorithms are as follows [40]:

– Deep Q-networks [27]
– Double DQN [49]
– Dueling DQN (or Dueling network architecture for Q-Learning) [52]
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Fig. 3. Difference between value-based and policy-based D/RL approaches

Further there are some not so popular approaches also, like the Distributional
DQN, and the AE-DQN [55].

The policy approximation-based methods on the other hand optimize a per-
formance utility function as the objective (typically the expected cumulative
reward) by finding a good policy. As compared to estimating the value func-
tion that in turn is used to greedily reach an optimal policy as in value-based
approaches, the policy-based approach offers a direct solution to optimizing the
policy that leads to taking action trajectories that maximize the reward. But
since the policy-based approach deals with distributions of complex trajectories
instead of simple scalar values, finding a gradient of such distribution and thereby
optimizing it becomes challenging. Therefore, although policy-based approaches
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are more powerful for real-life applications, they are also mathematically and
computationally more demanding. The common policy-based DRL algorithms
are as follows [40]:

– Deep Deterministic Policy Gradient (DDPG) [40]
– Trust Region Policy Optimization (TRPO) [36]
– Proximal Policy Optimization (PPO) [38]
– Generalized Advantage Estimation (GAE) [37]

Most of the DRL approaches covered here are model-free approaches. Clas-
sical RL has a vast repository of model-based approaches as well that relies
on having complete knowledge of the model of the environment (dynamics and
reward function) in conjunction with a planning algorithm. Since the assump-
tion of complete understanding of the environment cannot be fulfilled for large
complex environments, popular ML/DL-based RL use approximation functions
to estimate the utility of a proxy function under the assumed model of the envi-
ronment during its exploration.

3 About Threat Detection and Protection Systems

Erstwhile, anti-virus and network firewall systems were deemed sufficient for
protection against network and host-based threats [34,35,43]. But with time
the nature and potency of threats have changed, and so have the defences
against them. Now the threats do not arise and attack in isolation, and there-
fore defending against them requires an integrated and managed (threat) detec-
tion and response system (MDR). As shown in Fig. 4, MDR combines both the
sub-components for network security and prevention (IDS/IPS/IDPs) and the
endpoint-based security systems (EDR/EPP). MDR can also triage the threats
detection and discovery across these different subsystems to provide capabilities
to perform threat forensics. Next, we describe the network security and endpoint
security-based sub-systems and the scope of DRL in these.

3.1 Taxonomy of Intrusion Detection and Prevention Systems

On the network protection end, the need for dedicated network log and anomaly
detection components were felt. Vendors offered both software-based and hard-
ware solutions to suit unique needs and budget requirements. Such integrated
network threat detection system is generically now called a Network-based Intru-
sion detection System (NIDS) [15,31,32]. By definition, such NIDS protected
an entire local network or sub-network. But similar network threat detection
needs were also felt broadly at the level of the network perimeter, individual
applications (contained in a VM or container), and at the individual host level.
Therefore, taking clues from the NIDS and adding to it platform-specific detec-
tion resources and techniques, IDS for the perimeter (PIDS), VM (VIDS), and
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Fig. 4. Taxonomy of threat detection & protection systems in cybersecurity and scope
for DRL

hosts (HIDS) were also developed [22]. Of these, the more popular research cov-
erage is the NIDS followed by the HIDS [9]. The PIDS and the VIDS mostly use
scaled/modified versions of NIDS and hence are not extensively covered in the
research literature. HIDS resides on the host machine and interacts with the OS
to determine malicious activities or processes by analysing various host activities
like system calls, apps, and file access logs, etc. The NIDS has 2 components; one
based on signature matching which provided definite signals; and another based
on analysis of log files and configurations, which provided statistical trends and
anomalies which need to be interpreted into signals of distinct types. Where a
threat detected from a definitive analysis like signature matching could be imme-
diately blocked by the system, others discovered based on statistical methods
were relayed as events to a Security Information and Event Management (SIEM)
system, monitored by domain experts who can do additional analysis to confirm
an attack or malicious network traffic and trigger appropriate actions. Popular
signature matching algorithms used in a NIDS is based on the Aho-Corasick
algorithm [30]. The Intrusion Prevention System, as shown in Fig. 4 includes
sub-systems to automate and actively block some such threats. Such systems
are called the Intrusion Prevention Systems (IPS) when they exist as a separate
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layer, or an Intrusion Detection & Prevention System (IDPS) when these exist
as a composite system.

3.2 Taxonomy of Endpoint Detection and Protection Systems

On the host protection end, the anti-virus system was the predominant mecha-
nism. But this failed to prevent many evolving threats. Some initial host protec-
tion systems combined both the Host Intrusion Detection System (HIDS) [15]
and the anti-virus system. Like the NIDS, the HIDS [9] also uses a monitoring-
based approach to generate threat detection. But instead of monitoring the live
network traffic and the resultant generated log files like the NIDS, the HIDS
would monitor the running processes, changes in the operating system (OS)
registry, and other configurations. Instead of sending the events to a SIEM sys-
tem, the changes are blocked until admin privileges are granted. The anti-virus
system as used in earlier generation host protection modules used to be predom-
inantly based on signature matching techniques and hence required a periodical
update to its signature repository to detect any new threats. Since malware are of
diverse types ranging beyond just viruses, therefore soon such anti-virus systems
started including signatures for other threats like the Trojans [48], Worms [18],
Spyware, Adware, etc. As shown in Fig. 4, modern Endpoint Protection Plat-
forms (EPP) [13] as used by many enterprises today, also includes one or more
components listed below beside the malware detection system.

– Data Loss Prevention (DLP): This is used to automatically identify doc-
uments and records containing personal and confidential information and
prevent their accidental leakage and enforce policies around its usage and
archival.

– Insider Threat (IT) Protection: This component detects any malicious intent
by an internal employee to steal or leak confidential data/credentials of critical
systems of an enterprise.

– Data & Disk Encryption: This module encrypts the data and the disk to
mitigate impacts arising from asset thefts.

– User Privilege Control: This module assists in enforcing different policies
based upon the access privilege of different users.

In wake of the advanced threats arising from advanced second-generation mal-
ware modern EPP platforms also comprise an Advanced Threat Protection
(ATP) sub-system [19], which may consist of advanced ML/DL-based malware
detection and protection components.

4 DRL for Network Intrusion Detection Systems (NIDS)

NIDS monitors maliciousness in the network traffic in a host agnostic manner.
These are included in the larger umbrella of managed (thread) detection and
response systems to provide comprehensive protection coupled with endpoint
protection systems. Since these systems are host-agnostic they cannot leverage
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many popular host-specific file detection techniques and rely on analysis of the
network statistics and binary packet data and header information. Before man-
aged NIDS systems, network audit data were manually screened and analyzed
to detect any malicious activity or a possible attack. But such methods were not
scalable with the increasing network sizes, which led to the popularity of man-
aged NIDS. NIDS analyses multiple sources ranging from application traces, user
command data, and network packets to detection signals of attack or malicious
payloads.

Of late, the two predominant methods that the NIDS used to detect threats
were signature based identification [30], called the SNIDS and (statistical)
anomaly detection [7], called the ANIDS. SNIDS methods rely on a database
of pre-extracted signatures from different network payloads and a correspond-
ing label for each extracted signature. Such methods are very efficient but often
could not detect similar threats in the absence of an exactly matching signa-
ture. Also, such methods are useful mainly for malicious payload detection. The
ANIDS on the other hand extracts patterns of different statistical measures to
detect any shift from normal network activity and flags such an event. Such
events are relayed to a Security Information and Event Management (SIEM)
system, monitored by domain experts who can do additional analysis to confirm
an attack or malicious network traffic and trigger appropriate actions.

The size of the network that a managed NIDS monitors is large and depend-
ing upon the strictness of threshold to any security event such ANIDS could
generate high frequency and volume of detection/identification events. When
ANIDS is a part of an overarching IPS/IDPS, additional rule-based block-
ing/analysis/throttling actions could be triggered. But an automatic block-
age/throttling of network traffic based on statistical anomalies is sub-optimal
and may impact the network speed and latency for critical services. Therefore,
such ANIDS are often coupled with ML/RL/DRL-based or hybrid systems. Such
ML/RL-based systems could also be part of the active management done by
IPS instead of the IDS. Recently DRL has also become popular for detecting
an anomaly in the ANIDS systems. We review some recent art in this regard as
shown in Fig. 5 and in the following sub-sections, grouped by the objective of
using DRL in ANIDS.

4.1 DRL for Anomalous Network Traffic (Binary) Classification

As shown in Fig. 2, the DRL consists of a DL approximator. In value-based
DRL (Fig. 3), this estimator comprises a DL model architecture to estimate
the state (V ) or state-action (Q) value. Though DRL, as opposed to DL are
conceived for tasks with sequential attribution for rewards, if we ignore this
aspect, and map the instantaneous reward directly to a softmax function, then
the DRL essentially works as a DL algorithm with an episode of unity size, and
no accumulation or discounting of rewards for past attribution.
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Fig. 5. Application of DRL in NIDS

Some arts that use DRL as a similar supervised DL learner are as follows:

– Gülmez et al. [14] discussed a DRL-based approach for network intrusion
detection and evaluated it on NSL-KDD [11] and UNSW-NB15 [10] datasets,
which are the two most commonly used standardized datasets of network-
anomalies. The results demonstrated that the DRL method achieved an
F-scores of ≥0.96 in both datasets. The DL approximator used here is a
Multi-Layer Perceptron (MLP) based Deep Neural Network (DNN) [45]. As
with any DNN, the effectiveness of the DRL model here also was significantly
affected by the structure of the DNN.
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– Feng-Hsu et al. [16] also used the same datasets (NSL-KDD [11] and UNSW-
NB15 [10]) and also proposed a DRL-based classification approach for ANIDS.
But they adopted an alternate testing approach, and in addition to using a
standardized dataset for evaluation, they evaluated their system on a real
campus NIDS as well, which had exponentially a larger network traffic flow.
They also compared their DRL-based classification approach with three other
ML-based classifiers (based on Random Forest, Support Vector Machine, and
Multi-Layer Perceptron).

– Kamalakanta Sethi et al. [39] presented a context-adaptive IDS using DRL.
Their main intention of replacing a DL-based classifier with a DRL-based
classifier was to achieve a balance between detection accuracy and False Pos-
itive Rate (FPR). They noted that balancing between the accuracy and the
FPR (robustness) using classical ML techniques is challenging, and by using
DRL this could be achieved.
Since all the 3 papers have worked with the same datasets, we can compare
the results for each dataset. Here is a short comparative summary of results
from these work on the two standardized datasets that all of these use.

• Evaluation of NSL-KDD dataset [11]: Though the model proposed by
Gülmez gave a 97% accuracy with a precision of 98% and a recall of 96%,
and the model used by Feng-Hsu gave an accuracy of 91.4% their results
are not directly comparable as they did not mention their FPR and for
such classification accuracy alone could not be the basis of comparison.
Feng-Hsu also claimed that DRL based approach gave better results when
compared with the three classical ML techniques used and presented in
their papers (RF, SVM, and MLP-DNN). The DQN based model used
by Kamalakanta et al., though had a reduced accuracy rate of 81.80% on
the dataset (when compared to the other two models), was able to reduce
the FPR to 2.6%.

• Evaluation of UNSW-NB15 dataset [10]: The model proposed by Gülmez,
again gave higher (but not directly comparable) accuracy of 96%, at a 95%
precision, and a recall of 97%. Like the results on NSL-KDD, the model
used by Feng-Hsu gave a balanced result of 92% across all the evaluation
metrics on UNSW-NB15. The results presented by Kamalakanta on the
other hand again had a reduced accuracy rate of 85.09% and the False
Positive Rate of 3.3%.

4.2 DRL for Anomalous Activity Type Classification in Network
Traffic

Most DL classifiers could classify both binary and multi-class problems. There-
fore, while using DRL predominantly as a DL-based classifier, the detection type
is only limited to the availability of classes in the standardized dataset. The
popular NSL-KDD dataset [11] for ANIDS, comes in various sizes, and difficulty
levels for two types of classification problems; a binary class dataset to predict
the presence of anomalous activity and a 5-class dataset, which has four types of
anomalous activities, and the fifth class representing normal traffic. The arts in
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this sub-section cover identification of one or more of these types of anomalies.
These are listed below:

– Ekachai Suwannalai et al. [47] presented a DQN based approach for a five-
label classification problem and compared the results with two other ML-
based approaches, the Recurrent Neural Network (RNN) and the Adver-
sarial Reinforcement Learning with SMOTE (AESMOTE). The model was
trained on two standardized datasets, the NSL-KDD and the KDDTest+.
They demonstrated that this approach gave superior performance than the
other two non-DRL approaches.

– Yandong et al. [25] used a DRL based framework which was based on an actor-
critic based approach, called the Deep DPG (DDPG) (a policy-based method
mention in Sect. 2). The state space consisted of these 8 features namely the
number of bytes and packets transmitted and those received, and the switch
port number, etc. They used a conditional reward function as shown in Eq. 1:

Reward =

{
−1 Loads > Us

λpb + (1 − λ)(1 − pa) Loads ≤ Us

(1)

They claimed that the proposed algorithm was capable of learning efficient
mitigation policies and could mitigate an adverse Distributed Denial of Ser-
vice (DDoS) attack in real-time. They also tested their framework on five
other scenarios with different attack dynamics to prove the robustness of
their system.

4.3 DRL for Sampling Anomalies

There is more that DRL can do as compared to DL, especially for scenarios that
involve sequential decision-making beyond simple prediction on a static record.
The art in this section covers approaches where RL/DRL are used to assist
an ML/DL-based classification system instead of replacing it. This is done by
selecting either the candidate input dataset for training or for scoring with these
classifiers.

Lopez-Martin et al. [26] used DRL to selectively sample the training data used
for training the Ml-based anomaly detection models. They used the four most
popular DRL agent algorithms the DQN, the DDQN, the Policy Gradient (PG),
and the Actor-Critic (AC). Of these, the DDQN gave the best results with all
metrics including the accuracy, F1 score, precision, and recall ≈89%. They also
benchmarked their DRL model’s performance against ML-based techniques like
Logistic Regression, SVM, Random Forest. The result indicated that where the
DRL-based methods had improved accuracy, F1 score, and recall but algorithms
like Adaboost generated better precision of 97%.
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4.4 DRL for Botnet Detection Evasion

A botnet [1] is a malware-infected computer network that is under the control
of a master attack perpetuating machine known as the bot-herder. With such a
sophisticated network of malicious systems, the bot-herder is capable of carrying
out a massive, coordinated attack. Common botnet attacks include DDoS, finan-
cial breaches, Email spams, etc. Therefore, the identification of such botnets in
the network becomes very crucial but is also very challenging. As per work by
Rajab et al. [1] up to 27% of connections and 11% of DNS domains are infected
by a botnet. Contemporary botnets use evasion techniques to avoid detection
by even potent ML/DL-based ANIDS. Therefore, recently DRL is being used
to understand how botnets could evade detection from ANIDS and then bolster
defences against such evasions. Next, we present some work that has used DRL
in the area of botnet detection-evasion, such that effective defences could be
created against a real evading botnet.

Giovanni Apruzzese et al. [3] suggested that a more resilient and robust
botnet detection system can be developed through adversarial training. Two
datasets were used to train the model, namely the CTU and BOTNET which
trained two DRL agents based on DDQN and Deep-SARSA. The agent in their
DRL system changes the binary sequence of a malicious network traffic flow with
one of the available sequences of binaries until the embedded detector could not
detect it as malicious. The results showed that by contaminating the training
set by 1%, the evasion rate increased by 25% approximately.

Where Giovanni Apruzzese et al. [3] worked on action-selection based policy,
Di Wu et al. [53] proposed an action-elimination based policy for a DQN agent.
They used a dataset made by combining benign samples from IOST 2010 dataset
and botnet samples are taken from the Malware Capture Facility Project. They
gave an instantaneous reward of 10 units for a successful evasion. Interestingly,
no penalty was given to the agent on failed evasion. Their action also included
a simple pre-determined set of modifications to the binary traffic. Their results
showed an evasion ranging from 70% to 80% on various botnet samples (namely
the Nerris, Rbot, Zeus, and Geodo), which was significantly higher than the
available baseline.

5 DRL for Endpoint Detection and Protection Systems

An endpoint is the last line of defense for any host machine/device. Also, this is
the only component that sees the file in its entirety as an executable program
compatible with the host’s operating system (OS), and hence offers opportuni-
ties for complex feature extraction and processing. Therefore, this is the most
matured component from the perspective of the application of ML/DL/DRL
techniques.

With the evolving malware threats from advanced second-generation malware
and ransomware, there is little that NIDS could do for their detection. Also,
many such malware postpone any malicious activity that could be captured by
a dynamic analysis system. Second-generation malware could use techniques like
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Fig. 6. Applications of DRL in malware detection & protection systems

obfuscation [6] to change its structure and evade classical anti-virus programs.
Therefore, the ATP-based systems, invariably use some form of ML for advanced
threat detection and protection.

Also, the use of DRL in endpoint security is much more advanced than for
NIDS as covered in Sect. 4. There are two broad ways that DRL is used for ATP
in an EDR/EPP as shown in Fig. 6, these are enumerated below and detailed in
the following subsections.

5.1 DRL for Assisting Existing Classification System

In this subsection, various DRL applications are discussed to enhance the effi-
ciency or effectiveness of classification by an existing ML/DL-based malware
classification system. These applications fall under the following three types as
discussed next.
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Sampling Data for Training a Malware Classifier: The SOTA ML and DL-
based classifiers require a large amount of data on which they can train and learn.
The supervised models are trained on a standardized network-anomaly dataset
and learn to extract the best features from these datasets. The files, however,
cannot be scanned indefinitely online by the systems and their execution needs
to be halted by the heuristics employed by the engine somewhere.

A DRL-based supervised learner was proposed by Yu Wang et al. [51] to
determine when the emulation process should stop optimally based on the state
information generated. Many Personal Executable (PE) files produced from
Microsoft’s anti-malware engine were used as the dataset to train the model.
The agent can perform two types of actions continue (C) and halt (H) and was
rewarded based on 2 criteria: firstly, based on the sequence lengths of the emu-
lation, the shorter the sequence, the higher the reward (so that the agent tries
to halt the process faster) and secondly the prediction accuracy.

The results from their work indicated that the DRL model was able to halt
the execution of around 91% of samples on which the model was tested. The
true positive rate (61% improvement) and false positive rate (1% improvement)
also improved when compared to the best baseline model presented by Ben
Athiwaratkun et al. [5].

Selecting Optimal Classifier for a Candidate Detection: The modern-day
threat detectors and classifiers use multiple detectors to increase their detection
rates. Such models could be scaled horizontally using cloud infrastructure to
reduce the computation time even with multiple candidate detection. The idea
of using selected classifiers for candidate detection, and subsequently querying
additional malware detectors was suggested, instead of using an ensemble of all
the classifiers, and then aggregate their predictions. This approach may reduce
the overall computation cost of a candidate file’s inference. But such targeted
detection requires intelligent decision-making dynamically based on the incoming
candidate’s file’s features. This is where DRL can help.

Yoni Birman et al. [8] presented a DRL-based approach to implement a
‘cost-aware’ malware detection approach to maintain a balance between first the
need to have multiple ML classifiers for sophisticated detection and second for
total computation cost for a candidate detection. They proposed to have such
a cost-aware mechanism as a part of a Malware Detection as service (MDaaS)
approach. Their system used an Actor-Critic agent and an action-space denoted
by the array as in Eq. 2, where N is the number of detectors, M is the Maximum
number of detectors per action, and c the binary class for the file.

c +
M∑
i=1

(
N

i

)
(2)

Further, as a reward, the correct classifications are assigned a fixed reward,
and a penalty proportional to the computational cost involved during the classi-
fication was imposed. This helped in learning the behavior of not scoring against
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the classifiers that will have little or no contribution as a misclassification from
these will incur a penalty for the DRL.

Their system was successfully able to maintain a similar level of accuracy as
obtained by aggregating inferences from all available classifiers and reduced the
computational cost by around 87%. They benchmark their system using a large
number of the balanced dataset of PE files collected from the security department
of a large organization and using three prominent cloud architectures namely the
on-premise, AWS EC2, and AWS Lambda.

Selective Offloading of Edge Detection Workloads to Cloud Based
Detection: Mobile endpoints offer greater challenges as compared to PC and
Servers. This is because of the availability of limited computation power for
neural processing with any ML/DL-based system and battery/power constraints.
Therefore, these systems invariably need to decide the optimal state of balance
between edge detection and server/cloud offloading of candidate detection. This
is again an area where DRL can help.

In this regard, Xiaoyue Wan et al. [50] suggested a DQN based approach
(and a hotbooting-Q strategy) to determine a strategy of selectively offloading
detection from the endpoints on edge devices to a cloud-based detection setup.
This is like the Q-Learning-based strategy proposed by Yanda Li et al. [20],
however, Yanda et al.’s method resulted in convergence, especially for larger
networks. The use of DQN instead of classical Q-Learning resulted in faster
convergence along with the higher accuracy, which was 24.5% more than the
traditional Q-learning-based approach as proposed by Yanda.

5.2 DRL for Adversarial Attacks on Existing Classifiers
and Subsequent Defense

In this subsection, we will discuss the applications of DRL to generate adversarial
samples to evade an existing malware classifier. Metamorphic malware could use
techniques like obfuscation [6] to similarly evade a classifier, though in a more
organic manner than conventional adversarial-ml. We therefore also include arts
to generate metamorphic malware and DRL-based techniques to defend against
them also in this section. These applications fall under the following three types
as discussed next.

Evading Malware Classifier: Advances in adversarial-ML have proved that a
DL-based classifier is very sensitive towards samples with adversarial noise. Such
DL-based classifiers could be easily evaded by strategically adding noise in the
candidate file’s feature to lower the overall detection probability sufficiently to
reverse the detection. These types of attacks are known as score-based attacks
in adversarial-ml and are widely covered in DL literature. Earlier Generative
Adversarial Networks (GAN) based techniques were used for this effect, but
recently DRL based techniques are becoming popular.
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Anderson et al. [2] used a DQN based agent for malware evasion. The
action space of their setup consisted of included basic adding, creation, and
manipulation-based actions; and they used a binary unity reward for a suc-
cessful evasion. They demonstrated a median evasion rate of 72% using their
method.

In [12] Fang Z et al. also used a DQN agent system to evade anti-malware
engines and named it DQEAF. The DQN agent is trained on samples that are
screened as malicious using the online VirusTotal service. Four such agents are
trained on four different families of malware under the Win32 platform including
‘Backdoor’, ‘Trojan’, ‘Worm’, and ‘Email’. The agent would append randomly
generated bytes to the file features, libraries, and sections to the sample PE file
to change their signatures. They also used a binary unity or 0 reward scheme as
Anderson et al., but with a different calculation for reward as shown in Eq. 3

rt = 20(−TURN−1)/MAXTURNS × 100 (3)

The RL learning episode would terminate on successful evasion. The results
showed a slightly higher evasion success rate of 75%. The similarity in results
between the work of Fang et al. and Anderson et al. is expected due to the
similar algorithm used on a similar dataset but is not comparable as Fang et al.
did not use a standardized dataset.

Generating Obfuscated Malware: Advanced Threat Protection (ATP), is
one of the most powerful features for any Endpoint detection/protection sys-
tem. As shown in Fig. 4, the ATP intends to protect against next/second gen-
eration threats like oligomorphic, polymorphic, and metamorphic malware. Of
these, metamorphic malware is the most dangerous. Metamorphic malware could
change their code body using techniques like obfuscation, and in doing so they
could virtually infect every connected host in the entire network evading all types
of current generation detection techniques including those based on sophisticated
DL-based detection mechanisms. Some of the popular malware obfuscation tech-
niques used include dead/junk code insertion, register reassignment, subroutine
reordering, code transposition, etc. [54] So far, the threat from these systems,
though was high on impact or ‘value at stake’ perspective, not so much from a
‘probability of occurrence’. This is because such malware is overly complex to
develop.

Sewak et al. [44], showed how an adversarial-ML-based DRL system, using
PPO agents could be used to generated obfuscated and metamorphic malware.
Their system could be used to create such metamorphic malware of most of
the existing non-metamorphic malware currently available in abundance. They
created multiple PPO-based DRL agents as an adversary to ML-based malware
detectors. There is a similar coverage of DRL as an adversarial to ML/DL-based
classifiers in NIDS in Sect. 4.4 for Botnet evasions. The techniques covered in
this section are based upon popular value-based DRL agents like the DQN. As
highlighted by Sewak et al., the problem of obfuscation even at the opcode level;
which is the highest abstracted level at which the functionality of a metamorphic
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malware could be preserved; is too complex to be effectively and efficiently solved
by such popular DRL agent algorithms. This is because when the problem is
converted into an equivalent single-task MDP, it leads to an extremely high
cardinality action space, for which the existing popular DRL agent algorithms
as we covered in Sect. 4.4 do not scale well.

Interestingly, Sewak et al. also argued that existing art in adversarial-ml espe-
cially the ones based on gradient techniques like GANs should not be used in
the area of malware detection and protection. Some work covered in Sect. 4 high-
lighted the motivation that some DL-based models become resilient to noise when
trained on synthetically generated adversarial samples. Sewak et al. explained
that in endpoint protection, that the real threat is from malware that is com-
patible with the underlying host platform and could perform the desired mali-
cious activities on that platform. Since synthetically generated perturbations
from adversarial-ml-based systems like GAN [23] could not be compiled to host-
compatible files, these mechanisms do not work for malware detection. Also, some
research with GAN in security has pointed out that gradient-based adversarial
samples do not work effectively in real life even if they could be made to evade
another DL classifier [17]. Sewak et al. also argued that for malware generation
only the techniques that preserve file functionality should be used as otherwise it
is not guaranteed that the resulting file could behave as genuine malware. Because
of these constraints there existed no work to generate a metamorphic malware, and
this is the first work covered in literature to accomplish this.

Developing Malware Normalization Systems: In Sect. 5.2 we covered an
obfuscated malware generation system as developed by Sewak et al. In this,
the authors highlighted that since their main objective is not to generate a
metamorphic malware but defences against the same, also they indicated that
re-training the existing malware classifier with the generated malware data that
could evade the classifier will not be optimal. Therefore, further, they created a
malware normalization system that could provide defense against metamorphic
malware that uses similar obfuscation techniques to evade detection [42].

A malware normalization system is a system that takes in an obfuscated
executable file as input and uses de-obfuscation techniques to generate a common
base form of the malware that is used to improve the detection rate of an existing
malware detection system. All the different obfuscations of a given malware
should be reverted to the same base variant for an existing malware that is
trained on the malware’s base variants. In this approach there is no need to re-
train the existing malware classifier, thereby the malware’s effectiveness against
existing threats is not compromised by training it with adversarial sample data
as pointed in [17].

Sewak et al. again used PPO to create this malware normalization system
as well and evaluated it against obfuscated malware created from the Malicia
dataset [28]. The results showed that 60% of the previously un-detectable obfus-
cated metamorphic malware variants were now detected by the same malware
classifier after normalizing with their system.
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6 Conclusion

In this paper, we have presented the diverse and innovative applications of DRL
in the field of cybersecurity threat detection and protection. With the increasing
demand for more robust and capable defense systems, DRL has become a valu-
able tool in designing and enhancing the capabilities of modern NIDS and ATP
systems. DRL is finding many unique applications in both intrusion and malware
defense scenarios. It is enabling applications ranging from the ones that critically
assist the development or selection of machine and deep learning algorithms to
directly bolstering defences against advanced adversarial-ml attacks. DRL is also
used in network anomaly detection as a replacement for a supervised learner,
but the more empowering usage of DRL has been to form strategies for defense
against modern and advanced adversarial attacks. DRL has also shown great
promise in designing capable defences against advanced metamorphic malware.
DRL itself is a trending research topic in AI and is continually being enhanced
with more powerful and efficient algorithms and techniques. Therefore, we believe
that it will empower many more unique and innovative applications of DRL in
cybersecurity threat detection and protection, and therefore we believe that this
is an interesting area for both cybersecurity and AI researchers to follow.
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Abstract. The increasing focus on Web 3.0 is leading to automated cre-
ation and enrichment of ontologies and other linked datasets. Alongside
automation, quality evaluation of enriched ontologies can impact soft-
ware reliability and reuse. Current quality evaluation approaches often-
times seek to evaluate ontologies in either syntactic (degree of follow-
ing ontology development guidelines) or semantic (degree of semantic
validity of enriched concepts/relations) aspects. This paper proposes an
ontology quality evaluation framework consisting of: (a) SynEvaluator
and (b) SemValidator for evaluating syntactic and semantic aspects of
ontologies respectively. SynEvaluator allows dynamic task-specific cre-
ation and updation of syntactic rules at run-time without any need for
programming. SemValidator uses Twitter-based expertise of validators
for semantic evaluation. The efficacy and validity of the framework is
shown empirically on multiple ontologies.

Keywords: Ontology quality evaluation · Syntactic evaluation ·
Semantic validation · Crowdsourcing · Twitter-based expertise

1 Introduction

The exponential increase in Internet users over the past decade has led to gen-
eration of large volume of data. Web 3.0, otherwise commonly referred to as
Semantic web, seeks to represent internet data as knowledge through knowledge
graphs, ontologies and other knowledge systems [4]. These representations enable
knowledge integration, semantic ambiguity resolution, information extraction,
decision making, reasoning and many other use cases relevant to the building
of ‘intelligent’ software systems. Ontologies, in particular, store domain-specific
knowledge, and represent this knowledge through concepts, relations, axioms
and instances. They contain a formal structure and achieve a certain level of
rigor due to the presence of rules and constraints. Ontologies are rarely static
in nature. The range and the depth of the knowledge stored are enriched over
time. This impacts a wide variety of software applications that utilize ontologies
for reasoning, decision-making, question-answering, etc. Ontology enrichment is
thus a crucial step in the ontology engineering process.
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Traditionally, ontologies are created and managed by knowledge engineers
and domain experts resulting in high costs due to the expert human labour
involved. Automated or semi-automated approaches to ontology enrichment are
increasingly popular, driven by increased availability of domain-relevant inter-
net data and improvements in natural language processing and machine learning
models [36]. Research on ontology learning (both creation and enrichment) snow-
balled in the last two decades [15,20,36], with increased focus on fully automated
Deep Learning based approaches [30]. Given the variety in ontology enrichment
approaches, it is important to evaluate the quality of the enriched ontology.

Fig. 1. Syntactic quality violation: no domain or range for property

Fig. 2. Semantic violation: invalid enriched concept

Ontology evaluation approaches can broadly be divided into: manual, auto-
mated and semi-automated approaches. In general, ontology evaluation happens
on one of two aspects: syntactic quality, or semantic quality. We define syntactic
quality of an ontology as a measure of its adherence to ontology development
guidelines or rules. For example, One such rule could necessitate presence of both
domain and range elements in properties. Examples of other rules or guidelines
could include explicit declaration of equivalent and inverse properties, presence
of annotations [34], following of unique naming conventions [23], etc. Figure 1
shows, in Turtle syntax [3], a property without a defined range element-thus
violating the rule that necessitates the presence of both domain and range ele-
ments. Semantic quality deals with validity of enriched concepts, relations and
instances. Figure 2 shows an example ontology enriched with concepts extracted
from a sentence to emphasize the need for evaluation of enriched ontologies.
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The previously existing concepts are shown in blue, the valid enriched concepts
in green and the invalid enriched ones in red. Ontology enrichment algorithms
using Hearst patterns [14] could mistakenly detect ‘antivirus’ as a type of ‘mal-
ware’. In such cases, before creating a final ontology, the enriched ontology needs
to be validated for semantic quality, to accept or reject the enriched concepts,
properties and instances.

A variety of metric-based methods were proposed to evaluate various syntac-
tic quality-based characteristics of ontologies [9,19,32]. Publicly available tools
were proposed that allow users to evaluate syntactical quality of ontologies using
pre-defined metrics [18,22] or rules [28,31]. However, they offer limited cus-
tomization and flexibility to the user for creating task-specific rules for eval-
uation, even more so for non-programmers. In regards to semantic evaluation,
researchers have traditionally employed domain experts [21], while in this decade,
crowdsourced validators [17,24] are being used for semantic ontology validation.
This paper proposes a customizable and scalable framework that evaluates syn-
tactic and semantic aspects of ontology quality using SynEvaluator and Sem-
Validator respectively.

– SynEvaluator: a tool that uses a rule-creation framework for allowing users
to non-programatically create rules during run-time and to set task-specific
priorities for these rules.

– SemV alidator: a tool that uses crowdsourcing for validation of semantic qual-
ity of enriched ontologies. In this paper, a Twitter-based expertise estimation
algorithm is used to weight validators’ decisions.

The source code for SynEvaluator and SemValidator is available on
GitHub1, 2. They are also deployed on Heroku as web-applications3, 4.

The rest of the paper is structured as follows: Sect. 2 describes related work in
ontology quality evaluation. The proposed framework constituting of SynEval-
uator and SemValidator is shown in Sect. 3. Section 4 details the experiments
done to show the efficacy and accuracy of the framework, through these tools.
SynEvaluator is tested for its utility and accuracy for implementing syntactical
quality evaluation rules by comparing it against a popular syntactic quality eval-
uation tool, OOPS! [27]. The efficacy of SemV alidator is shown by conducting
crowdsourced survey involving 28 validators on two popular ontologies, Stan-
ford Pizza [8] and Information Security ontology [10]. Accuracy of TweetExpert
algorithm on responses to both of these ontologies using multiple ML regression
algorithms is shown. Finally, Sect. 5 summarizes the contributions and suggests
possible future directions of research.

1 https://github.com/Remorax/SynEvaluator/.
2 https://github.com/Remorax/SemValidator/.
3 https://synevaluator.herokuapp.com/.
4 http://semvalidator.herokuapp.com/.

https://github.com/Remorax/SynEvaluator/
https://github.com/Remorax/SemValidator/
https://synevaluator.herokuapp.com/
http://semvalidator.herokuapp.com/
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2 Related Work

Ontology quality evaluation approaches can be broadly classified into a) syntactic
and b) semantic quality evaluation approaches. Syntactic evaluation approaches
primarily evaluate structural aspects of an ontology based on ontology devel-
opment guidelines, common pitfalls, structural metrics etc. OntoClean [13], one
of the earliest known works in this area, proposed a methodology for validating
adequacy of relationships in an ontology based on notions drawn from philosophy
such as essence, identity, and unity. Similarly, OntoQA [32] proposed ontology
evaluation on the basis of schema metrics and instance metrics. They stated that
‘goodness’ or ‘validity’ of an ontology varies between different users and domains.
Gangemi et al. [11] proposed structural, functional and usability-related mea-
sures using O2 and oQual, a meta-ontology and an ontology model for ontology
evaluation and validation. Burton et al. [5] proposed an ontology evaluation
model based on semiotic theory. In order to apply the metrics proposed in these
works, tools such as S-OntoEval [7] drawn from semiotic theory and AktiveRank
[1] that ranked ontologies based on structural metrics like class match measure,
density measure etc. were proposed. However, the tools proposed in these arti-
cles are either closed-source prototypes or theoretical frameworks and are not
publicly available.

There are also a few publicly available closed-source ontology (syntactic) eval-
uation tools, such as OOPS! [28], DoORS [22] and OntoMetrics [18]. OntOlogy
Pitfall Scanner (OOPS!) evaluates ontologies on the basis of established ontol-
ogy quality rules related to human understanding, logical consistency, real world
representation and modelling issues, and manually assigned priorities. DoORS,
evaluates ontologies based on metrics drawn from Semiotic Theory while Onto-
Metrics uses metrics proposed in OntoQA, [11]. These tools, however are not
flexible or customizable, and evaluate ontologies using a fixed set of rules or
metrics. Users are unable to create/update customized rules and set task-specific
priorities, which can be crucial as requirements and application scenarios vary.
The available open source implementations [33] require creation of new rules and
priorities via programming which can be daunting for non-programmers.

Semantic evaluation approaches focus on semantic validity of concepts and
relationships in an ontology. Traditionally, it has been formulated as a task
requiring simple accept/reject decisions from domain experts [2]. In the past few
years, a good number of crowdsourced ontology evaluation approaches have been
proposed. Hanika et al. [35] have developed the UComp Protégé plugin to pro-
vide a platform for crowdsourced workers to validate classes, subclasses, proper-
ties and instances. Kiptoo et al. [16] use crowdsourcing for axiom and assertion
verification in ontologies as well as for verification of subclass-superclass rela-
tions by Amazon Mechanical Turks [24]. Pittet et al. used crowdsourced workers
to propose changes related to addition, deletion and substitution errors [25].
Zhang et al. [37] used crowdsourced workers to obtain written feedback (com-
ments/suggestions/references) for making final validation decisions. Requiring
complex tasks (such as making data quality decisions or requiring written feed-
back) from crowdsourced workers can be expensive and unscalable as the size
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of ontology and/or number of workers increases. Some approaches [17,25,35]
used quality control mechanisms like majority voting that are debatable. Noy
et al. [24] addressed this by using qualification questions and spam filtering
techniques. While these mechanisms eliminate spammers, it may not be appli-
cable where large number of workers have some degree of knowledge but only
few are experts. Therefore, an assessment of domain expertise on a continuous
scale would be useful as a quality control metric. Further, an integrated quality
evaluation framework that seeks to evaluate ontologies on both syntactic and
semantic aspects, and also addresses the above-mentioned problems would be
useful for a holistic and integrated approach to quality evaluation of enriched
ontologies.

3 Proposed Framework

In this paper, an ontology evaluation framework that combines automated syn-
tactic evaluation and human-centric semantic evaluation is proposed. SynEval-
uator aims at increasing user flexibility by allowing customized rule creation at
runtime, as well as scalability (with respect to user base) by proposing an app-
roach that removes the need for programming. SemValidator proposes a crowd-
sourcing based approach that uses the validators’ Twitter profiles for quality
control.

The framework’s work flow is shown in Fig. 3. The input to quality evalua-
tion process is an enriched ontology. The ontology may have been enriched with
concepts, relations and instances using some automated and semi-automated
algorithms. The ontology may contain syntactic quality errors (due to violation
of ontology development guidelines) and/or semantic errors (due to wrongly
enriched concepts). In the figure, for clarity, concepts and relationships with
potential syntactic violations are bordered in yellow, an those that do not con-
tain such violations are outlined in blue. Also, concepts that potentially contain
semantic violations are highlighted in yellow colour and concepts that are seman-
tically valid are highlighted in green.

An ontology engineer uploads an enriched ontology to SynEvaluator, and cre-
ates syntactic quality evaluation rules. The rules created using a theoretical rule
creation framework are applied on the parsed ontology object through SynEval-
uator’s ontology evaluation module. This returns a list of detected violations and
the elements causing these violations. Using these elements as suggestions, the
ontology engineer can fix violations in a iterative manner. The iterations may
be repeated as needed. Then, the ontology engineer can provide this ontology as
input to SemValidator so that it can be validated for semantic quality. As part
of semantic validation, the ontology is provided to crowdsourced validators who
give their accept or reject validation decisions for each of the enriched concepts,
relations and instances. Simultaneously, an estimate of the domain knowledge of
each of these validators is calculated from their Twitter profile using the Tweet-
Expert algorithm. These scores alluded to as ‘TweetExpert scores’, are used as a
quality control mechanism to ensure that the decisions of crowdsourced valida-
tors are given weightages according to their knowledge of the ontology domain.
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Fig. 3. Work flow for semantic and syntactic quality evaluation of ontologies. (Color
figure online)

Finally, the output of this algorithm is used to take the final accept/reject deci-
sion for each enriched element, resulting in an ontology with both good syntactic
and semantic quality.

3.1 Stage 1: SynEvaluator

In this section, the underlying terminology used in SynEvaluator and rule cre-
ation framework is illustrated with examples. Further, the implementation of
SynEvaluator as a web application is detailed. Finally, the section ends with a
discussion on potential benefits and limitations of SynEvaluator.
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Defining the Rule Creation Framework. SynEvaluator allows users to cre-
ate rules at run-time. The rules are constructed from individual components like
“Subjects”, “Clauses” or “Operator Expressions”. The operational definitions of
these and other relevant terms are:

– Ontological Element: Refers to any element that forms a constituent part
of an ontology. It refers to any primary component (classes, individuals,
properties), their related elements (subclasses, domains, ranges), annotations
(labels, descriptions, comments) or attributes (ID, language, namespace).

– Rule: Refers to a sequence of one or more clauses, optionally connected by
one or more operator expressions that returns either one or more ontological
elements or a boolean value.

– Clause: Refers to a transformation applied on an ontological element(s) to
return either one or more ontological elements or a boolean value.

– Operator Expression: An expression used to compare and/or connect non-
empty sequences of clauses to return a boolean value.

– Subject: Refers to an ontological element (typically primary components
such as classes, individuals and properties), that is subjected to transforma-
tions carried out through sequential clauses to form a rule.

Fig. 4. Structure of supported expressions

Using these concepts, the expressions supported by SynEvaluator are for-
mally defined as shown in Fig. 4. The notation used is similar to RegEx nota-
tion with ∗ denoting zero to infinity, + denoting one to infinity, and ? denoting
zero or one occurrences. A ‘Subject’ comprises the beginning and is always the
first keyword in a rule in out proposed framework. It goes through a series of
transformations as defined by sequences of clauses. Clauses can be of two types:
a) Extractive Clauses and b) Functional Clauses. Extractive Clauses consist of
(Predicate, Object) pairs that use the Predicate to execute a transformation on
the return value from the previous clause using the Object as argument. More
specifically, object specifies the type of element ‘extracted’ by the predicate, and
elements satisfying this (Predicate, Object) pair are returned as output. Func-
tional clauses, on the other hand, consist of (Predicate, Function) pairs that
involve executing a function of type described by predicate on the return value
from the previous clause. These clauses typically check for existence of a certain
functional property and thus return a boolean value in response.
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Currently, two kinds of functional properties are supported: i) ontological (or
structural) properties, that execute ontology-level functions (such as uniqueness,
validity, consistency etc.) on ontological elements, and ii) linguistic properties
that linguistically analyze text (such as checking for polysemes, conjunctions
etc.) returned from previous clauses. In case of ‘False’ value returned by a Func-
tional Clause or an empty list (no matching elements) returned by an Extractive
Clause, that particular ontological element is returned as an element containing
a violation.

Extractive Clauses can also be chained together to form clause sequences.
Since functional clauses return a boolean value, they cannot be chained fur-
ther. Clause sequences can be compared through Operator Expressions. Oper-
ator Expressions essentially consist of a ‘Predicate’ indicating operator type,
followed by an ‘Operator’ keyword. Operator Expressions comprise of two main
categories of operators, namely: (a) Logical Operators and (b) Comparative
Operators. Logical Operators like ‘And’, ‘Or’ and ‘Not’ are used to create log-
ical combinations of clause sequences. Comparative Operators like ‘Equality’,
‘Inverse’ and ‘Synonymy’ are used to compare return values.

Table 1. Keywords for different expression types in the proposed framework

Subject Extractive clause Functional clause Operator expression

Predicate Predicate Predicate

Ontology Metadata Has Related Element (1) Has Ontological Property (1) Uses Comparative Operator (1)

Ontological Element Has Attribute (2) Has Linguistic Property (2) Uses Logical Operator (2)

Class Object Function Operator

Instance Domain (1) ID Consistency (1) Equality (1)

Property Subclass (1) Uniqueness (1) Inverse (1)

Object Property Disjoint Class (1) Text Validity (1) And (2)

Datatype Property ID (2) Contains Polysemes (2) Or (2)

Symmetric Property Language (2) Contains Conjunctions (2) Not (2)

Table 1 summarizes keywords supported by the proposed framework. Note
that the table lists 8 Subject keywords, while for Extractive Clauses, Functional
clauses and operator expressions it lists 2 predicates and 5 objects, functions and
operators respectively. This is due to differing syntax followed by each expres-
sion type. Also, every predicate has a list of valid Objects/Functions/Operators.
This is shown in the table through bracketed numbering. For example, the valid
Predicates for ‘Has Attribute’ are ‘ID’ and ‘Language’. The complete list of
supported keywords is provided over here5.

5 https://bit.ly/3zfdI8f.

https://bit.ly/3zfdI8f
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Examples of Created Rules. Figure 5 shows examples of 2 rules. In both
examples 1 and 2, ‘Property’ is the ‘Subject’ of the rule. ‘hasRelatedElement
Domain’, ‘hasRelatedElement Range’ and ‘hasOntologicalProperty Uniqueness’
are all clauses. In rule 1, the ‘hasRelatedElement Domain’ clause carries out a
transformation that uses the ‘hasRelatedElement’ predicate to extract ‘Domain’
elements. A similar clause is used for extracting ‘Range’ elements. These two
clauses (or clause sequences of length are combined using the operator expres-
sion ‘usesLogicalOperator And’. This rule thus necessitates non-null values for
both Domain and Range elements for each element of ‘Subject’, in this case,
‘Property’. Properties that do not contain both elements are therefore returned
as ontological elements containing violations.

Fig. 5. Examples of rules implemented by SynEvaluator

Example 2 shows a rule where clauses have been chained together to consti-
tute a clause sequence of length 2. This sequence consists of the extractive clause
‘hasRelatedElement Domain’ followed by functional clause ‘hasOntologicalProp-
erty Uniqueness’. The extractive clause essentially extracts Domain element(s)
of each Property. Then, the functional clause applies ‘Uniqueness’ function on
ontological elements returned by previous clause with function type defined by
Predicate “hasOntologicalProperty”. In case of non-existence of domain for a
particular property or existence of multiple domains, this rule would return that
property as containing a violation due to violation in first and second clauses
respectively.

Proposing SynEvaluator: The Final Web Application. The rule creation
framework proposed above is used to create a web application for use by the
ontology engineer. The primary interface of this application, SynEvaluator, is
shown in Fig. 6. It allows the users (ontology engineers) to use dropdown menus
to create functional and extractive clauses, operator expressions and thus, rules,
as well as set priorities for these rules. Users can choose between ‘Low’, ‘Medium’
and ‘High’ priorities based on the task-specific importance of the rule. Figure 8
shows, with the help of an activity diagram, how a user could create an appropri-
ate rule using SynEvaluator. Finally, after uploading the enriched ontology and
creating the rules, SynEvaluator parses the ontology using its parsing module
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Fig. 6. The SynEvaluator interface. Subjects are highlighted in blue, Clauses in yellow,
Operator Expressions in green and Rule Priorities in red. Among Clauses, Extractive
Clauses are shown in solid lines while Functional Clauses are outlined with dotted lines.
(Color figure online)

and executes the created rules (Fig. 3). Post evaluation, the user is presented
with a list of violating elements along with count and priority of each valid rule.

Benefits and Limitations. The proposed framework makes it significantly
easier for non-programmers to create customised rules dynamically. Also, com-
pared to previous quality evaluation tools, due to the framework’s ability to
reuse keywords to create new rules, the developer effort required to hard-code
rules is minimised. Another major benefit is that the proposed framework can
potentially be used to query over entire OWL language. This can be done as any
ontological element/attribute can be extracted using extractive clauses and the
appropriate function executed on them. Lastly, due to functional clauses, it is
possible to execute ontological or ontology-level functions like normal query lan-
guages and use linguistic analysis on text. This is particularly useful in quality
evaluation while applying appropriateness checks on IDs or labels.

Fig. 7. More examples of rules supported by SynEvaluator

In Fig. 5 (Example 1), it can be seen that properties with missing domain
or range, a common quality violation, could be detected through a combination
of logical operators and extractive clauses. Another common violation is related
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to the absence of annotations (comments, descriptions, etc.) for an ontological
element [34]. This can be converted into a rule, once again through Extractive
Clauses as shown in Fig. 7 (Example 1). A third quality violation would be when
similar (or synonymous) classes are incorrectly defined as equivalent classes [23].
This can be defined as in Fig. 7 (Example 2), where the comparative operator
‘Dissimilarity’ is used to test for semantic similarity through cosine similarity
of label embeddings. As mentioned previously, it is also possible to perform lin-
guistic tests unlike other query languages. A basic example of this is detection of
conjunctions in a label as shown in Fig. 7 (Example 3). This is useful to identify
quality violations where different concepts are merged in the same class using
conjunctions [28]. A more advanced example of a linguistic test would be a rule
detecting polysemous elements (Fig. 7, Example 4). This is useful in detecting
violating elements that have labels denoting differing conceptual ideas in differ-
ing senses. SynEvaluator implements this check through the use of WordNet’s
synsets to find out how many senses a word can have. Once these rules are cre-
ated, the ontology engineer can add domain/range elements; annotations; remove
synonymous equivalent classes and fix classes with conjunctions and polysemes
as appropriate. SynEvaluator can thus help in fixing structural and linguistic
quality violations.

The current version of SynEvaluator has a few limitations. It is currently only
possible to chain clauses together or use operators to compare chained clauses.
As a result, it is not possible to create rules with multiple lines. One major
consequence of this is that variable assignment is not supported, and it is not
possible to create a variable in one line and refer to it in another, as part of the
same rule. Aggregation operators, such as ‘Count’ or ‘Sum’, are currently not
supported either. Finally, it is not possible to create rules that require reasoning.
The described limitations shall be addressed in future iterations of SynEvaluator.
In spite of the limitations, the current framework (as shown in Experiments
section) is still able to support creation of the majority of quality evaluation
rules.

3.2 Stage 2: SemValidator

SemValidator uses a crowdsourced approach to semantically evaluate ontologies.
The key feature of SemValidator is that it does not require ontology engineers,
domain experts or knowledge of OWL language for validation. This is useful in
a crowdsourced setting, where validators may have varying degrees of expertise
and knowledge. If further necessitates the use of appropriate quality control
mechanisms. To ensure quality, SemValidator uses TweetExpert algorithm to
calculate expertise score of a crowdsourced validator, which is then used to
weigh their decisions. This section describes the approach used by TweetExpert
and justifies the choices made. This is then followed by a discussion on the
assumptions made by TweetExpert and the feasibility of the assumptions in
the context of crowdsourcing. The section finally ends with a description of
the implementation of SemValidator and how it can be used by crowdsourced
validators.
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Fig. 8. Activity diagram for creating a rule in SynEvaluator

TweetExpert Algorithm. TweetExpert algorithm takes Twitter usernames
of validators as input. For each of the validators, it calculates two scores: a) a
‘TweetSim’ score and b) a ‘FriendSim’ score. A ‘TweetSim’ score is intended to
assess the similarity of the validator’s tweets to the domain of the ontology while
‘FriendSim’ estimates the domain similarity of the validator’s friends (pages they
are following). To calculate the ‘TweetSim’ score, the validator’s ‘n’ most recent
tweets are extracted from their profile and their semantic similarity with the
domain keyword is computed using the Universal Sentence Encoder (USE) [6].
Here the ‘domain keyword’ is manually chosen as the word most relevant to the
domain of the ontology. For instance, “Pizza” for Stanford Pizza ontology [8] and
“Information Security” for the ISO 27001 based “Information Security” ontol-
ogy [10]. The current implementation uses only one keyword, but it is possible
to compute similarity scores with multiple keywords and average these scores for
greater accuracy. The similarities are sorted in decreasing order. Out of n similar-
ities, the top-K similarities are chosen. These top-K similarities are then averaged
to yield ‘TweetSim’ score. A similar approach is used to calculate ‘FriendSim’
score. The ‘m’ most recent friends are extracted to calculate their ‘TweetSim’
scores. After sorting in decreasing order, the top-K most similar scores are aver-
aged to yield ‘FriendSim’ score. The reason behind extracting the most recent
tweets and friends is to get a better estimate of the validator’s current knowl-
edge and interests. On the other hand, a top-K average helps in both filtering
out occasional out-of-domain tweets from domain experts and smoothening out
the effects of coincidental in-domain outliers from non-experts. The value of K is
thus appropriately empirically chosen such that it is large enough to not include
in-domain outliers from laymen, but small enough to exclude any out-of-domain
tweets from experts. The pseudocode for TweetExpert is shown in Algorithm 1.

Finally, the calculated ‘TweetSim’ and ‘FriendSim’ scores are input to
a pre-trained Machine Learning regression algorithm that predicts the final
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Algorithm 1: TweetExpert algorithm
Result: TweetExpert score

Function calculate tweet similarity(username):
user tweets := extract tweets(username)
tweet similarities := calculate USE similarity(user tweets, domain name)
best tweet similarities := get top K tweets(tweet similarities)
tweet similarity score = average(best tweet similarities)
return tweet similarity score

Function calculate friend similarity(username):
user friends := extract friends(username)
user friends scores := foreach friend ∈ user friends do
calculate tweet similarity(friend)

best friend scores := get top K’ friends(user friends scores)
friend similarity score = average(best friend scores)
return friend similarity score

tweet sim := calculate tweet relevance(username)
friend sim := calculate friend relevance(username)
score := ML predict score(tweet sim, friend sim)

TweetExpert score using the two scores as feature vectors. The current imple-
mentation uses Epsilon-Support Vector Regression (SVR), since it was experi-
mentally found to yield best results (shown in Experiments section). However, the
system uses strategy software design pattern [29] which enables easy interchange
of regression algorithms. The TweetExpert score is calculated for each of the val-
idators by repeating the process described above. The final decision is taken using
a weighted majority voting algorithm with the TweetExpert scores being used as
weights. The TweetExpert scores provide a way to estimate a confidence value
for the decisions input by each validator. This is particularly crucial as a quality
control metric in non-probabilistic sampling techniques like crowdsourcing where
number of validators can grow exponentially in count and diversity.

Assumptions. SemValidator makes reasonably grounded assumptions to estab-
lish efficacy and suitability in a crowdsourced setting. For example, about 49%
of crowdsourced workers whose primary source of income is Amazon Mechan-
ical Turk, a popular crowdsourcing platform, are in the 18–29 age range6. As
of February 2021, about 42% of Americans in the 18–29 age range use Twitter,
with this age group being the most active demographic on Twitter7. It is also
assumed that in order for expertise estimation to work, Twitter users tweet rea-
sonably frequently. The average number of tweets per day per user, according

6 https://pewrsr.ch/3vX5q2G.
7 https://bit.ly/3z5IDn9.

https://pewrsr.ch/3vX5q2G
https://bit.ly/3z5IDn9
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to a 2016 study8, is 4.422, which translates to over 1600 tweets a year. This
is typically sufficient since K ∼50–100. Finally, SemValidator assumes workers
have public Twitter profiles, which would enable tweets and friends of a worker
to be extracted. This assumption is predicated upon a recent 2019 survey9 that
showed 87% of Twitter users in USA have public accounts. Also, as part of
future work, SemValidator would allow login through Facebook and Linkedin
as well and a similar algorithm for expertise estimation could be used. This is
expected to further increase the applicability of this expertise-based approach
for crowdsourcing.

Fig. 9. The main validation interface of SemValidator. The Stanford Pizza ontology has
been uploaded on SemValidator, with its concepts in blue and the enriched concepts in
green. One of the enriched concepts, “Tandoori Pizza” has been selected, with options
to “Accept” and “Reject” it. (Color figure online)

Proposing SemValidator: The Final Validation Workbench. The pro-
posed workflow is used to develop a validation workbench for crowdsourced
workers that allows for accepting or rejecting enriched concepts, relations and
instances in an enriched ontology. The main validation interface of this work-
bench, called SemValidator, is shown in Fig. 9. This application integrates Twit-
ter authentication and uses the TweetExpert algorithm for calculating valida-
tor expertise. SemValidator allows for two types of users: (a) the administrator
and (b) the validator. The administrator, typically the ontology engineer, can
upload/delete ontologies to be validated and also access decisions made by val-
idators. When the validator selects an ontology to validate, the ontology is served

8 https://bit.ly/3fSjWmA.
9 https://bit.ly/3pmMc3O.

https://bit.ly/3fSjWmA
https://bit.ly/3pmMc3O
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using the WebVOWL ontology visualization software. The enriched concepts and
instances are highlighted in green, and on selection, enable the validators to select
accept/reject decisions accordingly. Enriched relations, also in green, may also
be accepted/rejected independent of the concepts they relate. The validators’
decisions are recorded by SemValidator and logged to a database. The adminis-
trator can download this database after the crowdsourcing survey is completed,
evaluate validator expertise using their Twitter usernames and then make final
accept/reject decisions.

The syntactic and semantic evaluation aspects of the framework may be used
independently of each other. However, utilizing the framework in an integrated
manner as shown in Fig. 3 is expected to give best results. This way, syntactical
violations can be detected easily and in an automated and customizable manner,
while semantic violations can now be detected more accurately by crowdsourced
validators. The resulting ontology has enhanced syntactic and semantic ontolog-
ical quality and is now fit for reuse.

4 Experiments

Stanford Pizza and ISO-IEC 27001 Information Security ontologies are eval-
uated using the proposed framework to demonstrate ontology quality evalua-
tion. Since the focus of this work is on enriched ontologies, these are manually
enriched with concepts, properties and instances before quality evaluation. The
RDF triples used to enrich Pizza and Information Security ontologies are pro-
vided over here10. Only 5 triples were chosen for this iteration, considering that
ontology enrichment is as an iterative process and the count of triples per iter-
ation is expected to be of this order. For Pizza, the domain-specific webpages
used for extraction consisted of culinary articles11 and food travel blogs12. For
Information Security they consisted of informative articles and product pages
by Cisco13, Barracuda14 and SearchSecurity15. Please note that some relevant
data in this section is shown through external links due to space constraints.

4.1 Syntactic Quality Evaluation Using SynEvaluator

This section attempts to evaluate the applicability and accuracy of SynEvalua-
tor in creating rules and detecting violations respectively. It is hypothesized that
SynEvaluator’s reusable theoretical framework for priority-specific rule creation
increases its applicability for diverse range of tasks, but without compromising
on violation-detection accuracy. To prove these claims, SynEvaluator is com-
pared against OOPS! [27], a popular, publicly available SOTA tool that allows

10 https://bit.ly/3z5lGR1.
11 https://bit.ly/3yYGGZP.
12 https://bit.ly/3iiEtCm.
13 https://bit.ly/3wXRHZj.
14 https://bit.ly/34PIUN9.
15 https://bit.ly/3wXRJQV.

https://bit.ly/3z5lGR1
https://bit.ly/3yYGGZP
https://bit.ly/3iiEtCm
https://bit.ly/3wXRHZj
https://bit.ly/34PIUN9
https://bit.ly/3wXRJQV
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qualitative rule evaluation using rules. Moreover, OOPS! compiles 41 most com-
monly observed pitfalls drawn from several popular works on ontology quality
evaluation [12,23,34] and the ones described in the OOPS! catalogue [26] are
chosen as rules for implementation. This allows appropriate assessment of appli-
cability for rule creation, while also allowing accuracy evaluation by comparing
SynEvaluator’s detected violations to that of OOPS! Note that while SynEval-
uator’s suitability for rule creation is being assessed here by comparing with
rule-based evaluation approaches, it cannot be compared yet with other con-
temporary works focusing on metric-based evaluation. This is being planned as
part of future work by introducing metric-to-rule conversion, which would allow
metrics to be framed as rules. One possible way this could be done is by adding
conditions, such as comparison operators, after metrics to form rules.

Table 2. No of pitfalls implemented by SynEvaluator (SE) vs OOPS!

SE OOPS!

Implemented Not implemented

Implemented 29 4

Not implemented 1 7

SynEvaluator’s framework can be used to successfully formulate 30 of the
41 pitfalls compiled in the catalogue, compared to OOPS! which can automate
33. As shown in Table 2, the majority of pitfalls (29 of 41) can be successfully
implemented by both OOPS! and SynEvaluator. 7 cannot be implemented by
either of them, and this involves rules that require human knowledge and reason-
ing (such as overspecialization of ontology hierarchy, usage of wrong relations,
etc.). 1 of the pitfalls (involving linguistic polysemy detection) could be imple-
mented by SynEvaluator but not by OOPS!. There are 4 pitfalls implemented
by OOPS! which SynEvaluator cannot check. This includes rules that check for
undeclared disjoint concepts, undeclared transitive properties, equivalent classes,
etc. Supporting such rules involves a higher degree of ontological reasoning that
SynEvaluator is incapable of. Nevertheless, SynEvaluator’s ability to implement
vast majority of quality evaluation rules off-the-shelf in a customizable man-
ner increases confidence in its applicability for future evaluation tasks that may
involve more rules.

For comparing accuracy of violation detection, SynEvaluator’s reported vio-
lations are compared with OOPS! [27]. Given the absence of ground truth and
the widespread popularity of OOPS!, it is assumed that OOPS! uses valid, non-
erroneous rule checks for the implemented pitfalls. It can be observed that the
violations reported by SynEvaluator match those of OOPS! in all pitfalls except
for P22. OOPS! mentions that these could be due to inconsistent naming conven-
tions, however SynEvaluator is unable to detect any such errors in the ontologies.
This may be a result of the incorrect naming checks currently used. But for the
other pitfalls, both tools returning the same number of violations suggests that



A Framework for Syntactic and Semantic Quality Evaluation of Ontologies 89

for the implemented framework, SynEvaluator is accurate in evaluating rules
and detecting pitfalls.

4.2 Semantic Quality Validation Using SemValidator

SemValidator uses a crowdsourced survey to semantically validate the enriched
Pizza and Information Security ontologies. Crowdsourced validators were invited
by tweeting a description of the task along with the link to the SemValidator
application. Among the 31 validators that participated in the survey, 3 had pri-
vate Twitter accounts so their responses were discarded. The 28 validators with
public accounts included 5 validators with a background in Cybersecurity, 4
in Artificial Intelligence, 5 in Software Engineering, 4 in Healthcare, 3 in Food
domain (such as chefs and culinary experts), 3 in Literature, 2 in Politics and 1
each in Fashion and Pure Science. These diverse bunch of validators were asked
to self-identify their domain of expertise for statistical purposes before partici-
pating in the survey. To preserve validator anonymity, the anonymized results of
the survey are provided here16. After completion of the survey for both ontolo-
gies, ‘TweetSim’ and ‘FriendSim’ scores were calculated for all 28 validators
using the TweetExpert algorithm, described previously. TweetExpert took 1̃5
seconds to execute for our values of K = 20 and K ′ = 5 per validator profile.
Finally, TweetExpert score was calculated by experimenting with 4 standard
regression algorithms: Linear Regression, Random Forest Regression, K-Nearest
Neighbours (KNN) Regression and Epsilon-Support Vector Regression (SVR). A
standard majority voting where all decisions have equal weightage is considered
as a naive baseline.

The input features for each algorithm were ‘TweetSim’ and ‘FriendSim’ scores
of a validator and the label was the ratio of correct answers (to total answers)
given by them. This was done to ensure validators with more correct answers
received higher ‘TweetExpert’ scores using similarity scores as feature vectors.
Since a gold standard for the correct answers did not exist, CISOs were asked
to manually validate the enriched triples from the information security domain,
while the authors themselves validated the triples from the pizza domain. To
determine the best among the 4 regression algorithms for score prediction, 7-
fold cross validation was carried out. The 28 responses (now reduced to feature
vectors and labels) available for both ontologies were divided into 7 folds of 4
responses each. 5 folds were used for training, 1 for validation and 1 for test-
ing. For each chosen test fold, immediately succeeding fold was chosen as the
validation set and all the other folds were used for training.

Different sets of hyperparameters were considered for each regression algo-
rithm17. The best set of hyperparameters for each algorithm was determined by
selecting the algorithm with highest accuracy on the validation set, calculated by
determining the proportion of correctly answered questions to the total number
of questions. The predicted answer to a question is determined by using weighted

16 https://bit.ly/3pvzbFh.
17 https://bit.ly/3wUa9SA.

https://bit.ly/3pvzbFh
https://bit.ly/3wUa9SA
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majority voting algorithm on the predicted expertise scores in the validation set.
The higher the number of correct answers, the closer the predicted scores are
to their actual value. The same procedure was followed for calculating the accu-
racy on the test folds. Accuracy obtained on test and validation sets for each of
these algorithms is shown in Table 3 for both ontologies. Epsilon Support Vector
Regression was found to yield best results on both datasets.

To determine whether training score prediction algorithms requires feature
vectors from the same domain, an SVR model is trained on a more generic
dataset, i.e. the Pizza dataset and tested on Information Security, a niche dataset.
The model hyperparameters are chosen as the ones that performed best on the
Information Security dataset earlier. Varying percentages of the Pizza dataset
are used to construct training subsets, to observe variation in test accuracy with
subset size. To ensure randomness while choosing these subsets, 10 experimental
trials were conducted where the dataset is shuffled before each trial and trained
on the first x% of samples, where x is the percentage of the training dataset
chosen. The results are shown in Table 4. The accuracy monotonically increases
with increase in size of training subset. The results suggest that a model pre-
trained to predict the expertise score on one domain could be reused multiple
times in different domains, even if they are niche.

Table 3. Mean validation and test accuracy scores on Pizza and Security datasets

Algorithm Pizza Security

Val Test Val Test

Majority Voting 71.43 71.43 51.43 51.43

Linear Regression 85.71 83.57 68.57 71.43

Random Forest 80.0 81.43 68.57 74.28

KNN 85.71 80.0 77.14 77.14

SVR 88.57 85.71 80.0 80.0

Table 4. Mean accuracy scores on test dataset (Information Security) with variation
in % of training dataset (Pizza).

Dataset% 10% 25% 50% 75% 100%

Accuracy 70% 76% 86% 92% 100%

Table 3 shows that the best-performing algorithm (TweetExpert with SVR
followed by weighted majority voting) significantly outperforms naive major-
ity voting. It can be observed that naive majority voting gives particularly
bad results for Information Security, a relatively niche domain, than Pizza, a
domain known more to laymen as well. When replacing naive majority voting
with TweetExpert + SVR, a drastic increase in performance in Information
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Security (55.55%) vs Pizza (20%) can be observed. Even the worst perform-
ing regression algorithm gives an increase of 38.8% and 14% respectively. As a
result, it can be inferred that estimating expertise using TweetExpert can be
particularly useful for quality control in niche domains.

5 Conclusion and Future Work

Ontology evaluation is a critical stage of any ontology engineering process. In this
paper, SynEvaluator and SemValidator are proposed for syntactic and semantic
evaluation of an enriched ontology respectively. Although the work focuses on
an enriched ontology, it can be easily extended for evaluation of any generic
ontology.

SynEvaluator automatically evaluates ontologies using customised rules cre-
ated dynamically at runtime, and improves on previous quality evaluation
approaches in a variety of ways. Firstly, it offers greater flexibility to the user
in terms of creating, updating and deleting custom rules as well as setting pri-
orities. Secondly, it proposes rule creation by the usage of a novel theoretical
framework that factors rules into sequences of ‘clauses’ and ‘operator expres-
sions’. This facilitates creation of an interactive interface that makes it easier
for non-programmers to dynamically create rules. In addition, chaining together
independent keywords can facilitate creation of a large number of rules without
requiring additional developer programming. SemValidator improves on previ-
ously proposed crowdsourced ontology validation approaches by incorporating
a Twitter-based quality control mechanism. The TweetExpert algorithm is pro-
posed for calculating the expertise score of a validator using the tweets and
friends extracted from their Twitter profile as input.

The efficacy of SynEvalautor was shown by implementing rules to detect pit-
falls and the accuracy of the detected violations was compared with publicly
available OOPS! tool. Semantic quality evaluation using SemValidator is per-
formed on both Pizza and Information security ontologies with the help of a
crowdsourced survey of 28 validators. The experimental results showed a signif-
icantly higher than naive majority voting.

The experimental results are encouraging but also can be used as an aid to
further extend the research work. For example, SynEvaluator can be expanded
to support additional, more complex operations such as using parantheses, arith-
metic operators, variable assignment etc. Although the TweetExpert algorithm
used by SemValidator currently calculates expertise using only tweets and friends
as feature vectors, it could be extended to use additional information such as
Twitter lists, followers, tweet metadata, etc.
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Abstract. Permissioned blockchain is of a great deal to enterprise uses
cases. There is a need to support access control policy review for legal
and security reasons in some use cases. Specifying and maintaining a
complex access policy for a permissioned blockchain may be well man-
aged using attributes. The ABAC policy approaches offer a solution to a
peculiar set of challenges for distributed system access control, like the
blockchain. There are studies on leveraging Smart Contracts in imple-
menting blockchain-based ABAC policy. However, most of these contri-
butions implement an Attribute-Based Access Control policy expressed
in a logical format. We proposed the ABAC enumerated policy format
as an access control mechanism for the permissioned blockchain, Hyper-
ledger Fabric network. We also proposed an algorithm for a set of policy
review problems and implemented the algorithm for a blockchain-based
policy specification.

Keywords: Attribute based access control · Policy review ·
Authorization · Revocation · Policy machine · Authorization graph

1 Introduction

The two general classes of a blockchain network are permissionless (public) and
pemissioned (private) blockchain, from the context of network entity identity.
The participants in a public blockchain network are anonymous. A federated
or centralized authority grants access to the participants of a permissioned
blockchain. The permission blockchain serves enterprise use cases where there is
a need to verify the identity of their customers, such as financial transaction that
requires the Know-Your-Customer (KYC) and Anti-Money Laundering (AML)
regulations. This work aims at the study of revocation and authorization pol-
icy review in the Hyperledger Fabric blockchain network. Hyperledger Fabric
is a pluggable, modularized, and open-source architecture for commercial-grade
permissioned distributed ledger technology (DLT) platform.

The blockchain is not an exemption to the particular set of challenges for dis-
tributed system access control. It requires a unique set of concepts and consider-
ations different from traditional systems. An important requirement is that dis-
tributed applications on multiple coordinated systems have permission to access
c© Springer Nature Switzerland AG 2022
R. Krishnan et al. (Eds.): SKM 2021, CCIS 1549, pp. 97–109, 2022.
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the data for processing and controlling the access to the distributed processes
and data from their local users. The Attribute-Based Access Control (ABAC)
offers a solution to the discussed problem of access policy on the blockchain net-
work. It uses dynamic attribute values for privilege assignment in a distributed
system that requires federated or autonomous control. Applications in Hyper-
ledger Fabric interact with the blockchain network by submitting a request to
operate on the ledger. A logic-based ABAC policy controls the access of these
applications on the Fabric network.

The access control model of a blockchain network is critical. Nevertheless,
the ability to create and modify policy specifications without unintended conse-
quence is of equal importance. The policy review in ABAC models that express
policy using logic-based formula has the NP-complete time complexity. For
instance, the evaluations for a given user attribute to access a particular resource.
The work in [10] shows the lack of scalability by the logic-based ABAC model like
the XACML in policy evaluation. An empirical study by Mell et al. demonstrates
that the enumerated-based policy ABAC model of the NIST Next Generation
Access Control (NGAC) is scalable [11].

This work proposes a modularized ABAC architecture of the Policy Machine
as an on-chain mechanism to control access to the blockchain ledger. The Pol-
icy Machine is the foundation for the NIST Next Generation Access Control
(NGAC) [8,9]. This work implemented the Policy Machine standard architec-
tural components on the Hyperledger Fabric network. We applied our proposed
algorithm to the authorization and revocation policy review problem of the Pol-
icy Machine. Through a set of Smart Contracts (chaincode), our implementation
stores access policy information to the blockchain ledger. The protected resource
ledger is a different ledger from the access policy information ledger. A low-level
Hyperledger Fabric API enables the communication between the Smart Con-
tracts deployed for the two types of blockchain ledgers.

In summary, the contributions of this paper include:

1. the NIST NGAC system architecture implemented for a blockchain network.
2. a proposed algorithm for the policy review of revocation and constrained

authorization in a blockchain-based Policy Machine system.

The reminder of this paper is structured as follows. In Sect. 2, we touch
on related work on this subject. Section 3 provides overview of the Hyperledger
Fabric and Policy Machine framework. Section 4 details on policy review problem
in Policy Machine. Section 5 describes the policy review algorithm to revoke
and grant (with constraint) access. An implementation of policy machine in
Hyperledger Fabric and evaluation of our policy review algorithm is in Sect. 6,
and Sect. 7 concludes this work.

2 Related Work

In this section, we touch on previous research contributions that implement
ABAC on a blockchain network. We also discuss the few contributions to ABAC
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policy reviews in general. There is a handful of work on blockchain as an
Attribute-Based Access Control system for different domains. Pinno et al. [1],
Ding et al. [3], and Dukkipati et al. [4] study the implementation of blockchain-
based ABAC in IoT systems. Zhang and Posland studied the blockchain autho-
rization approach for Electronic Medical Records (EMRs) [5]. A granular autho-
rization scheme for blocks and attribute values query was at the core of their
research. Also, they lower the computational overhead for access decisions by
eliminating the use of Public Key Infrastructure (PKI).

Few research works are out there on blockchain attribute-based access con-
trol for the general-purpose use case [2,6,7]. Previous studies [2,7] utilized the
XACML to express access policies. We applied the Policy Machine, the NIST
implementation of the attribute-based access control framework, an open-source
project. The only generic implementation of attribute-based access control on
Hyperledger Fabric blockchain network deployed ABAC components as smart
contracts to control access to an off-chain system [2]. In contrast, we imple-
mented Smart Contracts for access control to the blockchain ledger. This work
includes the capability for review of authorization and revocation.

Mell et al. improve the efficiency of the existing functions that answer users’
capability and object access entry queries [11]. Their contribution reduced the
computational overhead of capability and access entry queries using an optimized
graph search algorithm. We proposed an algorithm for the policy review ques-
tions not addressed by the NIST Policy Machine specification or any previous
research work.

The analysis of ABAC policies through the category-based metamodel [12]
addresses a similar set of policy review questions in the NIST Policy Machine
specification. The policy review algorithm we proposed answers question not
covered by the NIST Policy Machine or any previous research work.

3 Background

3.1 Hyperledger Fabric

Hyperledger Fabric core building blocks are the distributed ledger, different types
of nodes, chaincode, channel, and Membership Service Provider (MSP).

Hyperledger Fabric blockchain ledgers are deployed on peer nodes to store
assets. An asset is a representation of valuable items digitally stored on the
blockchain network. Participants on the blockchain network can trade (trans-
fer) assets. Hyperledger Fabric ledger has two components. The first component
is the blockchain ledger that is an immutable sequence of transaction blocks.
The second component is the state database that contains the current value
of the key-value pairs created, modified, or deleted by transaction requests in
the blockchain network. Blockchain transaction occurs when a client application
invokes the programmable business logic (smart contract/chaincode) to read or
write from the ledger.

The Hyperledger Fabric has three types of nodes - client, peer, and orderer
nodes. The client node has an application that provides an interface for users to
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invoke smart contracts by sending a transaction proposal to a peer node. The
peer nodes are where the shared ledger resides and their installed chaincode
mediated end-user read/write operations to the distributed ledger. The orderer
nodes perform the ordering of transactions on a first-come-first-serve basis for the
blockchain network. It distributes the ordered blocks to peer nodes. Hyperledger
Fabric allows the integration of other implementation of the orderer service apart
from the out-of-the-box Kafka and Raft varieties.

A smart contract is a code packaged as a chaincode in Hyperledger Fab-
ric. It manages access and modifications to a set of key-value pairs in the state
database when invoked by client applications external to the blockchain network.
A channel is an isolated overlay of the blockchain network on the Hyperledger
Fabric network that provides data privacy and confidentiality. Each channel has
a ledger shared across the peers on the channel, and only participants authen-
ticated to the specific channel can transact on such channel. The Membership
Service Provider (MSP) governs the validity of credentials for a group of par-
ticipants on the network. Transaction authentication and validation respectively
by client and peer node requires identity credentials. There’s a need to install
chaincode on a channel before end-user invocation to read and write to the ledger
through an application or client node CLI.

3.2 Policy Machine Basic Elements and Relations

Policy specification in Policy Machine has an annotated Directed Acyclic Graph
(DAG) representation. The node of the Policy Machine authorization graph is
the of Policy Elements (PE). The policy elements are the finite sets of Users (U),
Objects (O), User Attributes (UA), Object Attributes (OA), and Policy Classes
(PC). An assignment relations in Fig. 1 are unlabeled DAG edges between the
ordered pair of a user to user attribute node, object to object attribute node, an
attribute to an attribute of the same type, and user or object attribute node to
the policy class node. Any outward unlabeled edge (assignment relation) from a
source policy element must terminate at a policy class of an authorization graph.

An association relation in Fig. 1 is an annotated edge between user attributes
and user attributes or object attributes. For example, the association edge
(Group Head, aarsi, Retail & Foreign Serv) specifies that individuals with a
sequence of assignments to the Group Head can execute the actions enabled
through administrative access right set aarsj on Retail & Foreign Serv and the
policy element Retail & Foreign Serv contains. The association relation is par-
titioned into two as administrative (a-association) and resource (r-association)
association.

An association is a relation represented by labeled (annotated) downward-
arcing edge from a user attribute node to an attribute (user attribute or object
attribute node). For example, in Fig. 1, the association triple (Group Head, aarsi,
Retail & Foreign Serv) implies that a user who has a path to Group Head is
authorized to perform operations enabled by aarsi on Retail & Foreign Serv
and policy element that has a sequence of assignment relation to Retail & For-
eign Serv. An association grants access through a set of resource access rights
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(i.e., r-association in the legend) or a set of administrative access rights (i.e.,
a-association in the legend). The policy elements and the relations constitute
the authorization graph.

4 Policy Review Problem in Policy Machine

The Policy Machine authorization graph can grant access by creating assignment
and/or association relations. Likewise, the deletion of assignment and/or associ-
ation relations may revoke access. Given the hierarchical structure of the Policy
Machine, for a lot of scenarios, we can grant or deny access in various ways. How-
ever, a subset of the possible ways of allowing or denying access may contradict
another policy. Also, some of the approaches of granting or denying access may
have unintended authorization or revocation. The proposed algorithm of this
paper generates a comprehensive list with the combination of relations to delete
or create for revoking or authorizing access requests, respectively. The algorithm
result provides the Policy Machine administrator guidance on the approach for
access authorization or revocation.

We demonstrated in the coming example how the number of approaches to
grant access explodes and how utilizing constraints can limit the authorization
approaches.

Example: Figure 1 shows the authorization graph for a financial institution
with the policy class called BankOp Access. The task ‘trans-T’ requires two
related ordered administrative operations with the permissions granted through
access rights aarsq and aarsp on Wire Trans Serv and ATM & POS Serv,
respectively. Two employees (Alice and Bob) of the financial institution each
have a different subset of authorities granted to Cathy to complete the task
‘trans-T’.

In another task, ‘T-1’ an officer in this financial institution with the
attributes ATM Custodian and Trans Serv Supervisor needs to assign a member
of the Backup Officer role to ATM Custodian for the completion of the task ‘T-1’.
Cathy has no permission to assign a Backup Officer to the ATM Custodian role
in the current transition state of the authorization graph of Fig. 1. Let’s assume
the employees (i.e., Jane and Paul) in this example with permissions enabled
by the administrative access right set, aarsi, can authorize Cathy ’s requested
access. Here are approaches that will allow the assignment of a Backup Officer
to the ATM Custodian role by Cathy :

1. Creating association: Using an association only and assuming a label (access
right) aarsk grants the permission Cathy is seeking, an association relation
from ATM Custodian, or Trans Serv Supervisor, or Op Officers to Backup
Officer, or Op Officers will authorize Cathy ’s request. There are six possible
relations to allow Cathy ’s request using association relation.

2. Creating user attribute assignment: Users with permissions from the access
right set aarsi can create an assignment to authorize Cathy ’s request. This
assignment is from user attribute nodes that are descendants of the user
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Fig. 1. Policy machine authorization graph

node, Cathy, to the ancestor user attribute nodes of Group Head and Group
Head. For this approach of authorization, the user attribute assignments that
conform with the DAG definition of the authorization graph are the relations
from ATM Custodian or Trans Serv Supervisor to Group Heador Regional
Head.

3. Creating user assignment: Any user with the permissions from the access
right set aarsi can use the user assignment operation to create an assignment
of the Cathy user node to either of the user attribute nodes Group Head or
Regional Head.

This illusive example above considers only single operation approaches to autho-
rize Cathy ’s request, to keep it simple. Overall, there are twelve different
approaches of creating assignment or association relation to allow Cathy to
complete task ‘T-1’. The only caveat is that only two of these twelves ways
of granting access to Cathy do not violate the constraint on the task ‘trans-T’.
Authorization of Cathy ’s request through the approaches enumerated in (1) and
(2) leaves the room for Alice and Bob to collude on the sensitive task ‘trans-T’.

In addition, this example is by no means a comparison of the more com-
plicated issues in an enterprise scenario. Note that the structure of the Policy
Machine authorization graph permits granting access using any non-redundant
combination of the three operations. For instance, using the preceding example,
permissions enabled by the access right set aarsi allows creating two assignment
operations to authorize Cathy ’s request. The sequence of operation may be a
user assignment of the user node Cathy to user attribute node Backup Officer
and the Backup Officer to a user attribute node granted the permissions of the
access right set aarsi.
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Observation
A Principal Authority (PA) is a mandatory preexisting user in the Policy
Machine, also called the root user. The PA is responsible for the creation and con-
trol of the Policy Machine policies in their entirety. S/he fundamentally holds
the universal authority to perform all the actions within the Policy Machine
framework.

Apart from the permissions for creating and deleting policy classes and
attribute assignments to policy classes, the PA may delegate access rights to
a domain or sub-ordinate administrators. Note that the deployed system rep-
resented by the authorization graph of Fig. 1 does not include the Principle
Authority. The Principal Authority of the authorization graph created the pol-
icy elements and relations as shown in the figure. Authorities delegated to the
Group Head user attribute will suffice for creating new policy elements and
assignment and association relations.

5 Policy Review Algorithm

We now provide our graph algorithm to answer these two questions on a given
request (user, op, resource).

1. If a user is allowed to perform op on resource, what are the approaches to
deny the user access to perform op on the protected resource?

2. If a user is not authorized to perform op operation on a resource, What are
the approaches to grant the op on protected resource to the user?

5.1 Derived Functions

To generate approaches to revoke or authorize a given request in a policy graph,
we utilize the following derived functions in creating groups of attributes in the
preceding subsection. A combination of elements from these groups of attributes
enables the creation of relation(s) as an approach to authorizing a denied access.
Similarly, the deletion of the relation(s) created through elements of attribute
groups is an approach to revoke authorized access.

– tail : ASSOCIATION −→ UA: is a function that maps an edge, association
relation, (uai, arsj , atk) ∈ ASSOCIATION to the (user attribute) node uai ∈
UA it originates.

– head : ASSOCIATION −→ AT: is a function that maps an edge, association
relation, (uai, arsj , atk) ∈ ASSOCIATION to the (user/object attribute) node
atk ∈ AT it terminates. Where AT = UA ∪ OA

– anc: PE −→ 2PE: is the mapping from a policy element to the set of policy
elements that is an ancestor to the policy element.

– des: PE −→ 2PE: is the mapping from a policy element to the set of policy
elements that is a descendant to the policy element.

– PEifunc = {node | (∃pej ∈ PEi)[node ∈ func(pej)]}: is the set of all policy
elements returned by func for the set PEi, where func is anc or des.
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5.2 Groups of Attribute Enabling Authorization and Revocation

The following defined sets of (user and object) attribute groups form the basis of
our algorithm for the policy review of access authorization and revocation. We
derived the attribute groups considering the resource a user wants to perform
an action on is of type user or object. When the resource in question is a user or
user attribute, the following user attribute groups create relations that authorize
and revoke access requests.

– UA1 = {ua | ua = tail((uai, arsj , atk)) ∨ ua∈anc(tail((uai, arsj , atk)))}
– UA2 = {ua | ua∈anc(head((uai, arsj , atk))) ∧ ua∈des(user)}
– UA3 = {ua | ua∈anc(head((uai, arsj , atk))) , ua/∈ UA2anc , ua/∈ UA2, ua/∈

UA1des , ua/∈ UA1}
– UA4 = {ua | ua∈des(user) ∧ des(resource) }
Where (uai, arsj , atk) is an association relation for authorizing user to operate
on resource

Assuming we want to grant or deny access to an object or object attribute.
Combining the sets UA1, UA2, UA3, above and the following object attribute
groups enable the creation of relations that authorize or revoke access.

– OA1 = {oa | oa ∈ anc(head((uap, arsq, aor))), oa /∈ des(resource), oa �=
resource}

– OA2 = {oa | (oa ∈ des(resource) ∧ oa /∈ OA1des) ∨ oa = resource}
– OA3 = {oa | (oa ∈ anc(head((uap, arsq, aor))), oa ∈ des(resource), oa ∈
OA2des ) ∨ oa = head((uap, arsq, aor)) }
This scenario requires two association relations. The association

(uai, arsj , atk) grants authority to create or delete the relation(s) from
attribute(s) of the user to whom we want to authorize/deny access. The sec-
ond association (uap, arsq, aor) allows the creation or deletion of relation(s) to
the requested resource (object or object attribute).

5.3 Revocation and Constrained Authorization Methodology

Our policy review algorithm generates approaches to revoke and autho-
rize access to Policy Machine protected resource. The relation(s) created or
removed amongst group attributes (authorization/revocation enablers) provides
approaches to allow and revoke access.

As input, the algorithm takes a request (user, op, resource), a graph asso-
ciated with the request, and a record (authmode) with fields of key-value pair.
Firstly, if there is an association relation (policy) that grants the user the author-
ity to perform op on the resource, the algorithm generates approaches to revoke
the access. Otherwise, it produces possible relation(s) that allow the user access
to perform op on the resource. The key-value pairs from the input record allow a
policy administrator to specify modes of authorization. The algorithm can gener-
ate all possible approaches with/without constraint to authorize a request. A key
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Table 1. Scope of authorization/revocation on attribute groups

Attribute groups Pattern of relations(s) Authorization effect

UA1 Assignment: to No effect

UA2 Assignment: from Access granted

Association: from or inherited

UA3 Assignment: from and to Access granted

Association: from or inherited

UA4 Association: to No effect

OA1 Association: to No effect

OA2 Association: to No effect

Assignment: from Access entry

granted

OA3 Association: to No effect

isGeneric with a boolean value of true generates all approaches without restric-
tion, while the value of false produces constrained authorization approaches.
When isGeneric is true the two other key-value pair in the record becomes null.
Another key is the denySet, and the value is a set that authorization granted or
inherited by its elements is constrained. Its value is a user attribute set.

Let’s examine the scope of access granted through the revocation/
authorization enablers attribute sets. While authorizing a request, access is
granted or inherited by some attribute groups. The table summarizes the pattern
of relation(s) created using these attribute groups and the change in capability
or access entry of these attributes after an authorization.

The column pattern of relation created (i.e., <relation/edge type> :
<direction>) in the table describe the type of edge(s) we can create from or
to elements of a given access enabling attribute set. As an example when the
resource is a user or user attribute, a possible approach to authorize access is cre-
ating an edge (assignment) from ua2 to ua1 or creating an assignment from ua2
to ua3 and creating an association from ua3 to ua4, where uai ∈ UAi. The third
column of the table signifies the change in capability or access entry of a user or
an object attribute respectively. Authorizing a request elevate the capability of
the user attributes UA2 and UA3, and access entry of object attribute OA3. A
policy administrator can constrain the authorization of a request through these
attributes with elevated capability or access entry.

For example, if the key denySet has a value UA2, the algorithm excludes
all relations(s) that authorize access through the user attribute set UA2. An
attribute set with elevated capability or access entry that is not the value of
the denySet key is also constrained through the third key limitto. The value for
the key limitto specifies the number of elements used to generate approaches to
authorize access. Its value is a user attribute set if the resource is a user or user
attribute and an object attribute set for an object or object attribute resource.
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Fig. 2. Blockchain access control system architecture for policy machine.

Assuming request = (user, op, resource), Graph = (PE, ASSIGN, ASSOCIA-
TION), authmode = {isGeneric : false, denySet : UA2, limitto : 1} are input
parameters for the algorithm, the output is a set of constrained approaches of
authorizing user request. It excludes authorization approaches using elements in
the user attribute set UA2. The value of limitto permits creating authorization
approaches using one element of UA3 or OA3 if the resource is a user or an
object type, respectively.

6 System Implementation and Evaluation

In this section, we discuss the implementation of the policy machine reference
architecture in hyperledger fabric. We used Hyperledger Caliper and simulated
policy graph to measure the performance of our policy review algorithm.

6.1 Blockchain Implementation of Policy Machine

Section 3 discussed the sets of policy elements and relations of the Policy Machine
referenced in this work. The functional architectural components (see Fig. 2) of
the Policy Machine we implemented as smart contracts in the Hyperledger Fab-
ric network are the Policy Administration Point (PAP), Policy Decision Point
(PDP), Resource Access Point (RAP). Also, the two databases of the Pol-
icy Machine standard architectural components, Policy Information Point and
Resource Repository were implemented as the Policy Information Ledger and
Resource Ledger respectively. The Policy Administration Smart Contract is an
access mediator and manages the create, read, update and delete requests to
the Policy Information Ledger. Administrative and resource users’ requests are
separately received by the Policy Administration and Resource Access Smart
Contracts. The Policy Administration and Resource Access Smart Contracts
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forwards intercepted access requests to the Policy Decision Smart Contract that
has the logic for allowed and denied access requests.

The client modes are the Policy Enforcement Point (PEP) that imposed the
access decision returned by the Policy Decision Smart Contract and responds to
the user with the proper result. The Event Process Point (EPP) in the Policy
Machine triggers obligations, which is outside the scope of this work. As docu-
mented in the Hyperledger Fabric developer guide, an iterative process like the
policy review degrades the performance of the blockchain network. We imple-
mented an interface for the policy review as an off-chain component.

We leverage the invokeChain Application Programming Interface (API) for
the request and response between Smart Contracts (chaincode) for the different
ledgers. Assuming the Smart Contracts deployed belong to the same channel, as
an example. An application user receives access decisions through the Resource
Access Smart Contract. This Smart Contract makes a local call through the
invokeChaincode API to the Policy Decision Smart Contract for access request
decisions. This implementation considers only chaincode invocation from another
chaincode when on the same channel. Recall that the Policy Information Ledger
preserves the abstract representation of the policy element and relations for the
Resource Ledger. To maintain consistency between the two ledgers, the Policy
Decision Smart Contract needs read and write access to the two ledgers. In a
network configuration that the Policy Decision Smart Contract is on a different
channel with the two ledgers, any (delete/create) modification request will not
reflect in the blockchain ledgers.

6.2 Performance Evaluation

We present the details of our experiments carried out for the system evaluation.
The experiments were in two steps, an on-chain that reads the Policy Information
Ledger and an off-chain policy review analysis. An iterative process in the policy
review algorithm will degrade the blockchain network performance if deployed to
the network. We used a virtual machine configured with 2 CPUs, 10 GB memory,
an Ubuntu Linux OS 16.04 LTS, and Hyperledger Fabric version 2.2. Our Fabric
network for this experiment has a single Raft orderer node, two peer nodes on
the same channel, and a LevelDB database.

We created a policy graph generator script that simulates the creation of pol-
icy elements to the Policy Information Ledger. The policy graph comprises a pol-
icy class, 300 user and object attributes, and 200 users and objects. The Hyper-
ledger Caliper version 0.4.2 enables us to generate workloads for the read policy
graph transaction into our configured Fabric network. Hyperledger Caliper is a
performance benchmark framework that provides different blockchains a suite
of performance evaluation outcomes. To test the performance of our algorithm
another script reads the policy graph ledger, simulates requests for authoriza-
tion and revocation, and sets values for authorization mode record. The graph in
Fig. 3 shows the average latency for reading the policy graph using the Caliper.
Also, on the same graph, the average response time to generate revocation and
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Fig. 3. Average latency for number of transactions and access requests

constrained authorization approaches for the request sizes are shown. The pol-
icyRead average latency varies in the range of 0.36 to 0.44 s for the number of
transactions. The average response time of the policyReview increases as the
number of requests for revocation and constrained authorization increases.

7 Conclusion

The Policy Machine is a promising alternative for logically expressed attribute-
based policies with the prohibitive computational overhead in the policy review.
It is feasible to perform policy reviews or queries using Policy Machine imple-
mented access control for a permissioned blockchain. Apart from Policy Machine
implemented in Hyperledger Fabric, we implemented our proposed algorithm
that reviews authorization and revocation of access policy. Through the illustra-
tive example, our proposed algorithm can help an administrator from granting
access inadvertently. Our experimental results presented the evaluation of read-
ing the Policy Information Ledger on the Hyperledger Fabric network and the
response time for a policy review of various request sizes.
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Abstract. The majority of online services continue their reliance on
text-based passwords as the primary means of user authentication. With
a growing number of these services and the limited creativity and mem-
ory to come up with new memorable passwords, users tend to reuse their
passwords across multiple platforms. These factors, combined with the
increasing amount of leaked passwords, make passwords vulnerable to
cross-site guessing attacks. Over the years, several popular methods have
been proposed to predict subsequently used passwords, such as dictio-
nary attacks, rule-based approaches, neural networks, and combinations
of the above. In this paper, we work with a dataset of 28.8 million users
and their 61.5 million passwords, where there is at least one pair of pass-
words available for each user. We exploit the correlation between the
similarity and predictability of these subsequent passwords. We build on
the idea of a rule-based approach but delegate rule derivation, classifi-
cation, and prediction to a Recurrent Neural Network (RNN). We limit
the number of guessing attempts to ten yet get an astonishingly high
prediction accuracy of up to 83% in under five attempts in several cate-
gories, which is twice as much as any other known models or algorithms.
It makes our model an effective solution for real-time password guessing
against online services without getting spotted or locked out. To the best
of our knowledge, this study is the first attempt of its kind using RNN.

Keywords: Authentication · Passwords · Recurrent neural networks

1 Introduction

Passwords remain the first and sometimes the only line of defense for most online
services. Having a strong, unique password is extremely important to keep users’
data safe. The government agencies, especially those storing users’ personally
identifiable information (PII), medical and legal records, follow the password
guidance of the National Institute of Standards and Technology (NIST). Dif-
ferent online services have independent definitions of secure passwords. They
also enforce different password composition, expiration, and reuse policies. This
puts a lot of responsibility on users to create and maintain a large number of
passwords. To cope with this burden, a user can either use a password man-
ager, create and remember a unique password for each account, or create a very
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strong but memorable password that follows all the guidelines and use it across
all platforms. According to a survey by a cybersecurity company NordPass, 50%
of the respondents in the UK find it extremely difficult to remember unique pass-
words for multiple accounts [21]. The problem worsens when a user is required to
change passwords due to password expiration or known security breaches. Based
on numerous studies, the majority of people reuse their passwords by modifying
them slightly every time a new password is required [5,9,20,28]. Since most of
these studies were conducted in academic institutions and involved participants
with higher education levels and better security awareness, the situation for the
rest of the Internet community is probably even worse.

The habit of password reuse is detrimental to account security due to the
increasing threat of cross-site password guessing attacks. In this form of attack,
an attacker leverages previously leaked password datasets to guess passwords
potentially used by the same user at different sites [4]. With an abundance of
password leaks and data breaches, there is a large pool of publicly available pass-
words for a swarm of users. Attackers have various tools at their disposal, such
as dictionary-based attacks, rule-based attacks, and machine learning models
for effective and automated guessing. Suppose each online service allows up to
three attempts to enter a password before locking down the account and con-
sider that each user has registered on at least five popular online services. An
attacker thus has at least 15 attempts to guess a password before being spotted
or flagged. The traditional brute-force attack and dictionary attack will not be
effective in this setting due to the rate limit. However, rule-based and neural
network-based predictions can still yield a high probability of successful guesses
with rate-limiting enforced [11,14,16,17].

In this paper, we leverage the rule-based approach and automate the guessing
process using a neural network model to derive modification patterns, complete
the classification, and generate a password guess. We resort to neural networks,
which outperform traditional classifiers like Näıve Bayes and k-nearest neighbors
(KNN) used in prior research [28] to solve the classification problem. We use a
character-based bidirectional long short-term memory (BiLSTM) model to gen-
erate passwords for each modification category. We then build an experimental
model that can make predictions without knowing the modification patterns.
We use the character-based LSTM encoder-decoder model as it is commonly
used when one sequence of characters (e.g., the original password) needs to be
transformed into another sequence of characters (e.g., a subsequent password).
This model delivers outstanding prediction results for a significant amount of
password pairs.

The main contributions of our study can be summarized as follows:

– We created a neural network-based classifier for password modification cate-
gory prediction.

– We built an LSTM based model for password generation for each category.
– We designed an LSTM based model that predicts a subsequent password

based on the original password with up to 83% accuracy in under five
attempts.
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– We quantified the vulnerability of password reuse based on Levenshtein dis-
tance, Jaro-Winkler distance, and modification patterns.

– We made recommendations for online services to enhance their password
security.

The remainder of this paper is organized as follows. We discuss the related
work in Sect. 2. We describe the original dataset, the pre-processing steps, and
the resulting datasets in Sect. 3. Section 4 elaborates the prediction process and
the model architecture. Section 5 presents our results and compares them with
the results from the existing models. Section 6 talks about the security recom-
mendations and key takeaways of this research. We conclude this study and
identify some future directions for this line of research in Sect. 7.

2 Related Work

The problem of password guessing is not new. And over time, there has been
an abundance of methods proposed to solve it. Among the most prominent
guessing approaches are dictionary-based attacks, rule-based attacks, and neu-
ral network-based attacks. While some methods train and test their prediction
models on the same dataset, other methods extract rules from one dataset and
try to guess passwords from another dataset. The first type of method is referred
to as the single-site password guessing attack, where attackers crack passwords
from a single password leak. The second type is known as the cross-site password
guessing attack, which exploits leaked passwords from multiple online services.
Our research falls into the second type, where we aim to guess users’ subsequent
passwords from their known passwords from the same or a different site.

Next, we will provide an overview of different password guessing methods,
including the most recent advance of using neural networks for this purpose.

2.1 Dictionary Attacks

Dictionary attacks depend upon the assumption that a password is either a
word that belongs to a pre-compiled word list or dictionary [9], a valid, com-
plete word (used in vocabulary attacks) or a valid passphrase (used by Markov
model-based methods). The first two attacks may need many attempts to make
a correct guess, require constant maintenance of dictionaries, and cost a tremen-
dous amount of time and resources. Markov model-based methods, on the other
hand, enable efficient password and passphrase cracking by only generating and
testing linguistically likely passwords [19] or linguistically correct phrases [24].
These methods are commonly used for single-site password guessing attacks but
can also instigate cross-site attacks with slight modifications. Unfortunately,
most of the passwords in our dataset do not fall under the category of valid
dictionary words or linguistically correct phrases. Thus, these methods are of
limited use in solving our problem.
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2.2 Rule-Based Attacks

Rule-based attacks rely on password creation and reuse patterns extracted from
previously leaked datasets or user surveys and are widely used for cross-site
attacks. Researchers conducted statistical analyses of leaked password datasets
and discovered that most users stick to simple and easily memorable patterns
[4,28–30,33]. Based on the patterns, researchers were able to build algorithms
and prediction trees that indicate the most probable modification categories and
the most likely transformations. These data-driven algorithms aim to minimize
the number of guesses and maximize prediction accuracy. Among the several
rule-based mechanisms is Probabilistic Context-Free Grammar (PCFG). This
method analyzes leaked datasets and existing wordlists to create grammars for
generating word-mangling rules [30]. The next generation of rule-based guess-
ing mechanisms is based on PCFG but leverages previously used passwords as
an additional input to help predict subsequent passwords. This targeted predic-
tion algorithm is known as TarGuess-II [29]. Zhang et al. developed a generic
algorithmic framework for searching out possible transformations that convert
a user’s previous passwords to future ones [33]. Their optimal search strategy
successfully cracked an average of 13% of the accounts in the experiment within
five online guesses and 18% within ten attempts. Wang et al. introduced the
next iteration of rule-based predictors by breaking a process into two steps [28].
The first step uses a Näıve Bayes classifier to guess a modification category, and
the second step applies the rule-based mechanism to guess the actual password.
This approach shows significant improvements in prediction, but the accuracy
within ten attempts is still below 30%.

2.3 Neural Network-Based Guessing

This relatively new neural network-based approach was surfaced in 2016 with a
premise that Recurrent Neural Networks (RNNs) can predict the next symbol
in a character string if provided with enough training data [17]. It presented
promising results in single-site and cross-site attacks and was used in combi-
nation with rule-based attacks [16] and Markov model [14]. It helped overcome
several previous limitations, such as the utilization of fixed-length context, by
using long short-term memory (LSTM) network. LSTM is a subset of RNNs
and can store features discovered over a longer period of time [22]. Genera-
tive Adversarial Networks (GANs), a subset of neural networks, were used as
a specific training approach for neural network models to eliminate the need
for learning modification patterns on a single-site attack [11]. Despite showing
good prediction rates, most of these studies did not limit the number of guessing
attempts and ran models until they exhausted every possibility. This assumption
makes these models impractical in online password guessing in the real world.

Our research is based on the understanding of password modification pat-
terns. We specifically focus on the subsequent password guessing problem, that
is, guessing future passwords from preceding ones. We propose an RNN-based
approach, which focuses on lowering the number of attempts used for cross-site



114 A. Nosenko et al.

password guessing. We generate two models, one with rules provided and the
other one that derives the rules itself, and explore the prediction accuracy of the
two models in under ten attempts.

3 Dataset

The dataset was provided by Wang et al. [28], which consists of 61,552,446 indi-
vidual passwords that belong to 28,836,775 users from 107 online services over
eight years. The dataset has been sanitized and anonymized to protect personally
identifiable information. Every user in the dataset has at least two passwords;
thus, we can form at least one pair of subsequently used passwords. Although
some users have more than two passwords, we only choose two passwords (i.e.,
one pair) for each user for simplicity.

We then pre-process the dataset to eliminate pairs of identical passwords and
those that appear more than once. The resulting dataset contains 17,133,333
unique pairs. This process helps us identify a set of the most common pass-
words for further analysis. Among the most popular passwords are “123456,”
“password,” “qwerty,” “111111,” “123123,” “dragon,” “monkey,” “shadow,” and
“love.”

When looking at the length of the passwords, we discover that 99% of the
passwords are 5–17 characters long, which seems to be consistent with the com-
mon password requirements enforced by online services as well as the general
human memory capacity [25]. The passwords that are longer than 17 characters
(hard to memorize) or shorter than 5 (not acceptable by most online services), as
well as the passwords that contain non-ASCII characters, are considered outliers
and are thus removed from further consideration.

We analyze the distribution of passwords based on two metrics, Levenshtein
distance and Jaro-Winkler distance.

The Levenshtein distance is the number of edits (e.g., substitution, insertion,
or deletion) needed to transform one string into another. For example, trans-
forming “rain” to “shine” requires three steps, consisting of two substitutions
and one insertion: “rain” → “sain” → “shin” → “shine.” These operations could
have been done in other orders, but at least three steps are needed [10]. In our
dataset, the Levenshtein distance between passwords ranges from 0 to 17, as
shown in Fig. 1. And the majority of password pairs have a Levenshtein distance
in the range from 1 to 11. The Levenshtein distance can help set up password
reuse rules that are easy for users to understand (e.g., make sure the subse-
quent password is different from the original by three characters). However, it
suffers from a major limitation. For example, the Levenshtein distance between
the words “password” and “password12345678” is 8, which is relatively high,
although both words exhibit an easy-to-guess pattern.

We then resort to the Jaro-Winkler distance for a more meaningful measure.
The Jaro-Winkler distance considers the substitution of two close characters
less important than the substitution of two characters that are far from each
other [7]. It computes the string similarity by returning a value that lies in the
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Fig. 1. Password distribution by Levenshtein distance

interval of [0.0, 1.0]. For instance, the Jaro-Winkler distance between the words
“password” and “password12345678” is 91.7%. Figure 2 shows the distribution of
password pairs in the dataset based on the Jaro-Winkler distance. The majority
of the password pairs fall in between 0.4 and 0.99.
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Fig. 2. Password distribution by Jaro-Winkler distance

The passwords that exhibit the highest similarity will have the smallest
Levenshtein distance and the highest Jaro-Winkler distance and will be the
best candidates for performing cross-site guessing attacks. We use the NLTK
Python library for the Levenshtein distance and the StrsimPy library for the
Jaro-Winkler distance to implement both metrics.
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In prior research, several most common modification patterns were identified,
including Substring, Common Substring, Capitalized, Leet, and Sequential Keys
[28]. We label each password pair based on these five patterns to create a labeled
dataset. The pairs that do not fit into any of these rules are dropped. The labeled
dataset contains 3,006,871 unique password pairs.

Figure 3 demonstrates the number of password pairs for the original dataset
(“All passwords”), the set where an original password is not the same as its sub-
sequent password (“Unique pairs”), the set of unique pairs where each password
is between 5 to 17 characters long and contains only valid ASCII characters
that will be used for most of this research (“Working set”), and the labeled set
(“Known rules”).
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·107
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14, 584, 115

17, 133, 333
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Fig. 3. The number of password pairs in each dataset

4 Password Prediction Process

So far, we have reviewed the data pre-processing steps necessary for password
prediction. Next, we want to build a pipeline to take the resulting dataset, iden-
tify and tag modification patterns, classify passwords into appropriate buckets,
and generate predictions for each original password. We also seek to take a step
further by skipping tagging and classification and go straight to password pre-
diction. We will refer to this process as direct password prediction. This approach
will be especially beneficial when users combine multiple modification patterns
or no rules can be identified. To the best of our knowledge, this approach has not
been used for launching a single-user cross-site password guessing attack yet.

The prediction pipeline consists of four steps. During the first step, common
modification patterns are defined, and each password pair is analyzed and labeled
with a corresponding category. We use a neural network model to assign each
original password into a single modification category during the second step.
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This process is known as the single-label prediction problem. During the third
step, we build a second model to learn about possible modifications within each
category. With 90% accuracy on the test data, the model can understand and
generate all possible modifications for each category. Both models are then com-
bined, and the resulting pipeline is assembled in the last step. Our approach can
take just one original password as an input, classify it into a modification cat-
egory, and generate password guesses. We will now review each step in further
detail.

4.1 Tagging

Before tagging password pairs, let us first introduce the common password mod-
ification patterns we borrowed from [28]. Leet refers to any transformation of
alphanumeric characters to visually similar symbols and vice versa. The Sub-
string category includes password pairs where one password is a substring of
the other. Adding symbols to the head or tail of a string is the most common
modification of this category. Capitalization is where one or more symbols are in
uppercase. The Common Substring category contains password pairs that share
common letter combinations. The Sequential Keys category consists of pass-
words that contain alphabetically ordered letters (e.g., “abcd”), sequential num-
bers (e.g., “1234”), and adjacent keys on the keyboard (e.g., “qwert,” “asdfg,”
etc.). We define a function to identify which pattern each password pair fits in
and tag each pair with a corresponding modification pattern category. After the
tagging is completed, we drop the passwords that do not match any rules or con-
tain non-ASCII symbols. The resulting dataset has 3,006,871 pairs of passwords.
Figure 4 shows the distribution of each password modification category in the
tagged dataset. The most common patterns found in the dataset are Substring
and Common Substring. Together they cover 2,674,521 password pairs, which
are around 89% of the dataset. These password pairs provide sufficient training
data for our proposed model. The other three categories represent about 10%
of the dataset. Except for the Sequential Keys category, we still collect enough
training data from the categories of Capitalization and Leet.

4.2 Classification

Conventional classifiers have been used to solve the classification problem as
they are easy to use and do not require heavy data pre-processing. However,
neural networks have proven to deliver better prediction rates, especially on
larger datasets [23].

We build a 4-layer LSTM classifier using the Keras Python library, as shown
in Fig. 5. The Input Layer takes a single sequence of characters with the same
length as the longest password in the dataset, which is 17 characters long. The
One-Hot Encoder processes every password as a sequence of characters and trans-
forms those sequences into a one-hot numeric array. It assigns the value of 1 if the
character is present in a given word or 0 if otherwise. The encoding is passed to
the LSTM units. We use a character-level Bidirectional LSTM (BiLSTM) Layer,
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Fig. 4. Category distribution of the tagged dataset

which is an extension of traditional LSTMs and can improve the model perfor-
mance on sequence classification problems. The BiLSTM Layer runs inputs in
two directions, one from the past to the future and the other from the future to
the past. Unlike unidirectional LSTM, BiLSTM uses two hidden states and can
preserve information from both past and future at any point in time. Because of
these qualities, BiLSTM can better understand the context around each char-
acter in the sequence [31]. The output of the BiLSTM cells is fed to a dense
Activation Layer. The Activation Layer contains an activation function, which
defines how the weighted sum of the input is transformed into an output. To
ensure that a model learns features and does not converge prematurely, we use
the Adam optimizer with a small learning rate [12]. This optimizer is used to
update network weights during each training iteration.

As a result of this step, we build a neural network classifier to predict pass-
word modification patterns.

4.3 Password Generation

In this step, we train a 7-layer character-level BiLSTM model to generate pass-
words within each modification category. The model shown in Fig. 6 has two
input streams. The left stream includes Input Layer #1, the One-Hot encoder,
and the BiLSTM layer. These three layers act similarly to what is described in
Sect. 4.2. The right input stream includes Input Layer #2 and a Repeat Vector
Layer, which are both used to add a list of modification patterns to the model as
each prediction is generated within a single category. The Concatenation Layer
combines the outputs of both streams and feeds the combined outputs into the
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One-Hot Encoder

BiLSTM Layer

Activation Layer

Fig. 5. Classification model architecture

Activation Layer. The Activation Layer acts the same as described in Sect. 4.2.
The resulting model can generate password guesses for each modification cate-
gory with high accuracy.

To generate password guesses for all categories, we put the classification
model and the password generation model together into one prediction pipeline,
namely Pipeline Prediction Mechanism (PPM). As an original password enters
the pipeline, the first model predicts the modification category. Then, the pre-
dicted category, along with the original password, is fed into the second model,
which generates password candidates and chooses the top 10 candidates with the
highest probability. Once the prediction is completed, we verify if a password is
guessed correctly.

4.4 Direct Password Prediction

To the best of our knowledge, RNN has never been used to solve cross-site pass-
word guessing for the same user before. This problem, however, is similar to
the problem of machine translation. In both problems, the source may vary in
length and character dictionary. The model architecture consists of at least two
LSTM layers, encoder and decoder. The encoder takes the input sequence and
summarizes the information into a context vector or hidden states of LSTM [3].
The outputs are not important and thus are dropped, but the hidden states are
saved. This context vector encapsulates the information for all input elements
and will be used by the decoder to generate predictions. The decoder is also
an LSTM layer that takes the encoder output as an initial state and produces
an output sequence. We use the Softmax layer from the Keras library as an
Activation Layer in our model. The Softmax function is based on normalized
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Input Layer #1

One-Hot Encoder

Concatenation Layer
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Activation Layer

Input Layer #2

Fig. 6. Password generation model

exponential function and is used as the last layer on a neural network to normal-
ize the output to a probability distribution over predicted output classes [13]. In
our model, it will determine the output modified password.

Since a model can generate multiple predictions with different degrees of con-
fidence, we need an algorithm to choose the top 10 most probable outputs. We
use the Beam search algorithm, one of the most widely used for sequence-to-
sequence machine translation problems [32], to help us identify the most prob-
able predictions. Direct password prediction proves to be the most promising
approach as it eliminates the need for constant rule derivation and distribution
analysis and eases dataset pre-processing. The resulting model, namely Direct
Prediction Mechanism (DPM), is rule-independent and delivers high prediction
rates.

4.5 Prediction on a Reversed Dataset

To increase the number of password pairs, Wang et al. [28] switched source and
target passwords and attempted a prediction of original passwords based on
the subsequent ones. We decide to replicate the same experiment providing a
model with modified passwords as a source and asking it to predict the orig-
inal passwords. This adds additional 3.1M password pairs to our experiment.
No changes to the model are necessary to run this experiment, which exhibits
another advantage of using neural networks to solve the password guessing prob-
lem. We realize that predicting the original password can be easier for the DPM
model since most users tend to use simpler passwords to begin with and add
complexity (e.g., Leet, Capitalization, String, etc.) as they change them. Addi-
tionally, we try to reverse the order of characters in the original password before
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passing it to the model for prediction. This approach was used by Sutskever et al.
[26], where the authors reversed the word order in the source sentence before
passing it to an RNN model, which ultimately yields better prediction results.

5 Experimental Results

5.1 Hardware Requirements

Most of this project was executed on Google Colab Pro, which is a cloud-based
Jupyter notebook environment. The hosted runtime environment uses Tesla
P100-PCIE-16 GB GPU, Intel(R) Xeon(R) CPU @ 2.20 GHz processor, 25 GB
of RAM, and 109 GB of disk space. The most hardware demanding parts of the
experiment were dataset pre-processing, model training, and direct password
prediction. Direct password prediction was the most computationally expensive.
Based on Google Colab measurements, it took 13 GB of RAM to train a model
on 400k records and 20 GB for 500k records. Even though it might sound like a
significant amount of resources, it is not unreachable for a sophisticated attacker.
Better hardware resources will yield better performance results since we can train
the model on a larger dataset and make faster predictions with higher accuracy.

5.2 Results

We first compared the results of an LSTM classifier and a Näıve Bayes classi-
fier. Table 1 shows that the LSTM based model delivers better results than the
Näıve Bayes classifier, especially in underrepresented categories, such as Leet
and Common Substring.

Table 1. LSTM model vs. Näıve Bayes classifier

Precision Recall F1-score

LSTM Capitalized 0.65 0.58 0.61

Common substring 0.58 0.31 0.4

Leet 0.49 0.23 0.31

Seq-Key 0 0 0

Substring 0.73 0.91 0.81

Näıve Bayes Capitalized 0.6 0.39 0.48

Common substring 0.38 0.05 0.08

Leet 0.14 0.01 0.01

Seq-Key 0 0 0

Substring 0.66 0.9 0.79
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LSTM outperforms traditional classifiers because it captures and preserves
the sequential order (i.e., the order in which the characters appear in a password),
while the classical models do not. For example, “abac” is different than “aabc”
for LSTM, while it is the same for a classical model as it only considers the
frequency of the featured characters ‘a,’ ‘b,’ ‘c,’ which are the same for both
strings.

We then evaluated the performance of our password generation model. Since
our approach is novel, we do not have an exact baseline to make a one-to-
one comparison with the existing work. The closest studies are the ones that
estimate how many guesses are needed to predict a password correctly [4,28,
29]. All of these papers published their prediction rates within the first ten
attempts. Therefore, we use ten attempts as part of the experiment parameters.
We compared the results of our Pipeline Prediction Mechanism (PPM) and
Direct Prediction Mechanism (DPM) with three existing algorithms from [28]
(referred to as “Domino” hereafter), [29] (referred to as “TarGuess-II” hereafter),
and [4] (referred to as “Tangled” hereafter).

On average, both of our models exhibited a 5% improvement of overall pre-
diction rates comparing to “Domino” and three times more accurate predictions
than TarGuess-II and “Tangled” as shown in Fig. 7. Although the improvement
does not seem drastic, if we can predict 5% more passwords out of 6 million,
that is around 300,000 more compromised accounts.
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Fig. 7. Model comparison at ten attempts

A larger difference in prediction rates between “Domino,” PPM, and DPM
can be observed in the first four attempts, as shown in Fig. 8, where our model
is 100% more effective. This is especially surprising considering that DPM was
only provided with the original password and no other prior information. It can
also be observed that the DPM model makes most of the predictions during
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the first few attempts, and then its confidence decreases as well as the number
of predicted passwords (see Fig. 9). On the other hand, traditional approaches
exhaust all possible combinations and thus predict more as they try more. This
reveals a fundamental difference between our method and those traditional ones.
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Fig. 9. DPM prediction rate for each attempt

Next, we zoomed in on the results of the DPM predictions to quantify for
the first time the correlation between password predictability and Levenshtein
distance for subsequent passwords. The prediction rates, as shown in Fig. 10,
are broken down by the Levenshtein distance on the x-axis (x-coordinates corre-
spond to the distance values 1, 2, 3, 4, 5, and 6, respectfully). The y-axis refers
to the percentage of guessed passwords. We found that it is 6–8 times harder
to predict a subsequent password when the Levenshtein distance is 4 compared
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to the same task when the distance is 1. Changing only one character in subse-
quent passwords does almost nothing to improve the overall password strength
since the prediction rate is as high as 83%. In other words, almost 8 out of 10
subsequent passwords can be predicted regardless of modification patterns if the
two passwords only differ in one character.
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Fig. 10. Prediction rate vs. Levenshtein distance

We also examined the association between password predictability and Jaro-
Winkler distance by running a DPM model on each distance interval, as shown in
Fig. 11. Passwords with less than 0.7 Jaro-Winkler distance result in a prediction
rate of below 1% under five guesses, comparing to passwords with the same
metric of above 0.9, which have a prediction rate of around 50%.

We then investigated the prediction results to see how specific modification
patterns contribute to the overall password predictability as most of the pre-
dicted passwords exhibit some sort of pattern. The unrelated password pairs
that do not have any syntactic or semantic similarity proved to be the hardest
to predict. Figure 12 shows that Capitalization along with having a subsequent
password being a substring or containing a substring of the original are the eas-
iest categories to break and are at least 20%–50% less secure. Considering how
easy it is for a user to remember a password with a few added characters or some
capitalization changes, it is as easy for the model to guess it. Since Substring is
the most represented category in the original dataset, it is not surprising to see
that DPM is well trained in this category and is thus able to make a successful
guess around 50% of the time, as shown in Fig. 12. However, the interesting fact
is that Capitalization represents only around 9% of the dataset, yet a model
successfully predicts around 64.5% of those passwords. It is also worth noticing
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Fig. 11. Prediction rate vs. Jaro-Winkler distance

that DPM is able to predict around 7.4% or 25,000 of passwords that do not
follow any known modification patterns.

Overall, both models demonstrated great prediction rates, beating the close
competitors 2:1 in scenarios where only a small number of guessing attempts
is allowed. Our models adopt a more fine-grained prediction approach and are
capable of predicting 83% of passwords in certain common modification cate-
gories. With more data available, the performance of our models improves. But
our models can also work well on a smaller training set (e.g., 50k size).

6 Discussion

Predicting slightly modified subsequent passwords is getting easier. With more
data breaches occurring each year, there is an abundance of leaked passwords,
including subsequent passwords for the same users. This allows us to extract
more fine-grained modification patterns and train more robust prediction models.
Our experiment showed that having the original password alone is enough to
predict a subsequent password with a high probability in just a few attempts.
With most online services allowing up to ten attempts [1], an attacker can use
the proposed mechanisms and models to generate subsequent passwords and
try to compromise an account without raising the alarm. With the availability
of more powerful computational resources and companies delaying the public
release of data breach details, an attacker can re-train the models to account for
newly acquired data and enhance the chance of success.

The length and complexity requirements recommended by the NIST guideline
[2] are outdated in practice today. Having a long password that consists of various
symbols might add extra security only when it comes to single-site dictionary
attacks and eavesdropping [8]. Making slight modifications based on an original
password provides little to no additional security in cross-site attacks. It may
even give users a false sense of security as these changes seem to align with
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the characteristics of “strong passwords” defined by the guideline. Our studies
showed that we need to consider the similarity between an original password and
its successors as a new requirement in a future edition of user authentication
guidelines. The less similarity there is between subsequent passwords, the more
secure user data is [18]. Even with sufficient training data, neural network-based
guessing algorithms require much more attempts to crack passwords that are
distant in terms of similarity metrics. For example, we observed that passwords
that are four edits away are at least three times harder to break than those with
just one modification away. Having completely unrelated passwords can mitigate
cross-site attacks in the presence of a password breach.

Updating user authentication guidelines also helps standardize web frame-
works and development tools include libraries that support similarity-based
proactive password checking. A proactive password checker can prevent users
from choosing an easy-to-guess subsequent password, especially when it is simi-
lar to the used ones. This process, however, should not have a detrimental effect
on user experience and may include a system to suggest a secure password if a
user struggles to come up with one.

The use of passwords alone should be re-considered by service providers
in favor of two-factor authentication, biometrics, and other alternative means.
Users’ creativity, memory capacity, or the level of education in computer secu-
rity should not be the decisive factors of data security. Most survey partici-
pants involved in the password guessing studies represent a younger and higher
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educated cohort compared to the general population [4,27]. The safe guess would
be that a general population would have even more insecure password habits.
It is hard to change users’ habits as we consistently see users reusing the same
passwords or modifying them slightly. As users entrust their data and private
information to more and more online services, these services should step up and
carry more responsibilities to ensure that users’ negligence or lack of education
does not jeopardize the safety of their data.

Password managers are considered by many as an appealing substitute for
alleviating password fatigue. However, password managers usually require a local
or cloud-based password storage, and the access to such storage relies on a master
password. An insecure implementation or a lost master password adds a single
point of failure to authentication. Prior studies showed that most popular pass-
word managers in use suffered from various kinds of vulnerabilities [6,15]. The
widespread adoption of password managers will not overshadow the efforts on
making passwords stronger. In fact, the advances in both directions complement
each other.

7 Conclusion and Future Work

In this research, we investigated the problem of subsequent password prediction.
We built a password prediction pipeline to automate password categorization and
password generation using Recurrent Neural Networks. The prediction results
were superior to the ones delivered by traditional classification and guessing
algorithms. The performance boost was especially significant when we limit the
number of guessing attempts to five. We combined the understanding of rule-
based prediction algorithms and the power of LSTM neural networks to solve
the problem of cross-site prediction for passwords created by the same user.
It is a relatively new approach and perhaps one of the very first attempts to
use Recurrent Neural Networks for this specific task. We were able to quantify
the correlation between the similarity, modification patterns, and predictability
of subsequent passwords. In addition, we demonstrated the ease of prediction
and high accuracy of the most common modification strategies, such as adding
head or tail symbols to the original password or capitalization. We showcased
that such a prediction process could be facilitated by affordable hardware or
online computing resources, such as Google Colab, due to the low complexity
and shallow nature of the RNN model used. The efficiency of prediction allows it
to run on platforms where five or fewer attempts are allowed before an account
gets locked. We also discussed the concrete steps the online services should take
to improve the security of the authentication process.

In the future, we would like to apply the model to a single-site attack scenario
to see how well it can perform compared to the other models. We would also like
to investigate password pairs that are not syntactically but semantically similar
(e.g., synonyms, associated words). The prediction of these passwords was out
of the scope of this research. We may also improve the password prediction by
training the model on a synthetic balanced dataset that contains various under-
represented modification patterns found in this research (e.g., common names).
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Lastly, we would like to build a neural network model to classify the passwords
that involve more than one type of modification pattern (e.g., Capitalization and
Leet, Substring and Leet, etc.).
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Abstract. Convolutional Neural Networks (CNN) have revolutionized
image recognition technology, and has found uses in various non-image
related fields. When dealing with non-natural data, where the ordering of
various parts of a data sample is not dictated by nature, it is known that
a model trained on certain orderings of the data performs better than
models trained on other orderings. Understanding how to best order the
training data for improving CNN performance is not well-studied. In
this paper, we investigate this problem by examining several different
CNN models. We define a functional algorithm for ordering, show that
order importance in CNNs is model dependent and that depending on
the model, statistical relationships are an important tool in establishing
order with better performance.

Keywords: Convolutional Neural Networks · Data preparation ·
Security · Malware detection · Cloud IaaS · Deep learning

1 Introduction

Recent explosion in CNN architectures has pushed computer image recogni-
tion [8] to an art form. It has provides a variety of options depending on the
need [5]. They are also used in non-image related fields, so understanding how
they work with images should help us leverage their use in these other areas.

It has been shown that entropy can be used to both increase detail [24] and
reduce noise [2]. By examining the entropy of an image, for example, the dog in
Fig. 1a, and comparing the activation values found by analyzing it with a shallow
CNN, Fig. 1b, we can see it identifying patterns in entropy. We hypothesize that
these new CNN models are finding novel ways of making identifiable information
out of these patterns of entropy.

Exploration has been made in using CNN in fields other than image classi-
fication. Text [14], sound samples [4], and medical diagnostics of DNA [20] are
examples of how this technology has other uses. Oftentimes these sources of data
have a naturally defined order such as the acoustical waves in a sound or DNA in

This work is partially supported by NSF grants HRD-1736209 and CNS-1553696.

c© Springer Nature Switzerland AG 2022
R. Krishnan et al. (Eds.): SKM 2021, CCIS 1549, pp. 130–148, 2022.
https://doi.org/10.1007/978-3-030-97532-6_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97532-6_8&domain=pdf
https://doi.org/10.1007/978-3-030-97532-6_8


Analyzing CNN Models’ Sensitivity to the Ordering of Non-natural Data 131

(a) Image with a 3 wide Entropy of Primary
Colors

(b) CNN Level-2 Activations of Image

Fig. 1. Image processed by CNN

a sequence. But many times these data sources do not have a naturally defined
order, for example, a series of sensors on an automated vehicle [22]. In most
“non-natural” cases, the researcher defaults the matrix order to a structural
relationship between features usually established by an arbitrary specification.
We use the term “non-natural” as a definition of ordering sources that were not
defined in nature. This is opposed to “unnatural” which leads to the idea that
they were ordered by something super-natural.

Our previous research showed that if high accuracy and precision are desired,
using a non-natural structural order is not preferred when training a shallow
convolution neural network model. We found that using statistical relationships
as a basis for order does improve performance. We hypothesize that this holds
true for the other styles of CNN architectures.

A particular subset of non-natural data that has gained interest is in detecting
security issues. For example, raw IP traffic [16,23], computer process metrics
[1], and industrial sensors [10] are examples where researchers are evaluating
the use of CNN in security-related fields. The ability for a CNN to examine a
large number of features from which extract the important subsets is what make
CNN successful. Properly compiling various sources of data in a structure for a
deep learning algorithm to analyze should be of concern when using CNNs.

Security can have many forms of data, all from a single source, for example,
computer metrics [1]. Some are integers, others floats, include strings, all with
various ranges. In a different scenario, a researcher could include audio, video, and
or bio-metric packages to augment and enrich the source. We hypothesize that how
the data is structured and prepared is imperative to use CNN successfully.
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The contributions of this paper are:

– Show that ordering of rows and columns has a major impact on the perfor-
mance of CNN, but how much is model dependent.

– Define a methodology for ordering the data by statistical relationships.
– Show that using statistical relationships to define matrix order is a strong

predictor of a good performing order, but the exact statistical relationship
can depend on the model of CNN.

– Increase the state of malware detection technology by providing data prepa-
ration tools that improve CNN performance when analyzing security data.

The remainder of the paper is organized as follows: Sect. 2 discusses related
work using CNN with non-natural data. Section 3 outlines the methodology
including, a description of ordering the data. Section 4 describes the analysis
procedure and evaluation results. Section 5 summarizes and concludes this paper.

2 Related Work

2.1 Convolutional Neural Networks and Non-natural Data

As we understand the CNN capabilities, its use cases continue to expand. In this
section, we examine the use of CNN by other researchers using non-naturally
ordered data sets.

Lihao and Yanni analyze the quality of rubber tire treads in [15] using the
parameters measured during the manufacturing process. With four levels to the
procedure and eleven metrics sampled at each level, this provided a 4 × 11
matrix. After vectorizing these parameters, filtering for noise, they then feed
them to a CNN, achieving a 94% accuracy. The order of the grid construction
wasn’t discussed.

Using a one dimensional CNN as a feature extractor for other machine learn-
ing algorithms (k-Nearest Neighbor with k = 1, Support Vector Machine, and
Random Forest), Golinko et al. in [6], examine with non-natural “Generic” data
if the ordering of the source data for the CNN has a performance impact on the
final classifying algorithm. Using statistical correlation as a method for identi-
fying relationships of adjacent data they show that not pre-ordering the data
for CNN feature extraction is detrimental. They show using correlation as an
ordering offers improvement in most cases, especially for kNN and SVN, improv-
ing accuracy from 76% with no feature extraction to 82% if the features were
ordered by correlation prior to CNN feature extraction.

In [22] Park, et al. used information from robotic sensors and actuators to
design a robot collision detection system using 66 features. They tested both a
Support Vector Machine Regression and a one-dimensional CNN and were able
to show that the CNN would perform better if it trained with enough data, but
the SVMR performed better with less training. The construction of vector order
wasn’t discussed.

With connected and automated vehicles, Van Wyk, et al. [22] used cross-
related sensor data (local speed, GPS location, and accelerometer) fed through
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an analyzer to identify whenever any of the sensors behaved anomalously. They
tested different analyzers using a Kalman Filter, CNN, and a CNN-KF hybrid.
Each had its unique benefits. Order of the grid constructing wasn’t discussed,
but trivial with three sensors over time.

2.2 Convolutional Neural Networks and Security

In security-based applications, CNNs have found value. Their ability to extract
features out of a large data pool enables the algorithm’s non-linear space to
find patterns instead of statically looking for distinct signatures, allowing the
dynamic/online detection of zero-day attacks. These data sources are often non-
natural.

After minor pre-processing of raw IP traffic packets which included stripping
the physical protocol layer, Zhang et al. [23], then they analyzed the resulting
grids using CNN, LSTM, and a hybrid of the two, for both binary classification
(benign/maleficent) and multi-classification (benign + 10 maleficent types). He
shows they all achieve quite remarkable, near-perfect results. Differences being
for binary classification the hybrid is slightly better than a CNN, which is better
than LSTM. With multi-classification, CNN may have some minor advantage in
precision over the hybrid, but LSTM is behind both. Data order was defined per
the packet specification by the order of packets received.

Using process metrics as they are reported from hypervisors in a cloud envi-
ronment Abdelsalem et al. in [1], places them in a grid-like structure looking for
malware as it is injected into the virtual machines. Per time segment this pro-
duces a set of 35 metrics that are captured for each process running on the VM.
They are compiled into a process row metric column matrix, which is supplied
to a Lenet-5 [17] CNN. Using the order as found in the logs and specifications,
they achieved an 89% accuracy. Using the same data set and ordering scheme,
McDole et al. [18] follow up with research analyzing different CNN architec-
tures. With ResNet [7] and DenseNet [11] he showed that Dense-121 performed
the best at 92%, but Lenet-5 trained in an order of magnitude less time and
detected in one-third. Kimmell et al. [13] includes the use of other deep learning
models, Recurrent Neural Networks, by testing the validity using Long Short
Term Memories and Bi-Direction LSTMs. In it, they explore if the order has an
effect on training and discover that it does affect performance metrics for both
models. For example, a precision of 99.95% with one random order and 98.46%
with another.

Our previous research expands on the techniques discussed by Abdelsalem
et al. [1] by exploring the relationship between ordering of the rows, columns,
and CNN performance. We identify several structural relationships on which
to base our ordering scheme, we include the use of a statistical relationship
as an option for ordering the metric columns, and we compare those against
a background of random orderings. We found that by establishing order using
statistical correlation as a basis, we increased overall performance and achieved a
99% accuracy in detecting injected malware. We also show that using structural
relationships as an ordering appears to have no more advantage than a random
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Table 1. Virtual machine process metrics

Metric category Description

Status Process status, Current working directory

CPU information CPU usage, CPU user space, CPU system/kernel space, CPU
children user space, CPU children system space

Context switches Voluntary context switches, Involuntary context switches

IO counters Read requests, Write requests, Read bytes, Write bytes, Read
chars, Write chars

Memory information Swap memory, Proportional set size (PSS), Resident set size
(RSS), Unique set size (USS), Virtual memory size (VMS),
Dirty pages, Physical memory, Text resident set (TRS),
Library memory, Shared memory

Threads Used threads

File descriptors Opened file descriptors

Network information Received bytes, Sent bytes

Group information Group ID real, Group ID saved, Group ID effective

order, but statistical relationships offer some insight. Based on this related work,
our research goals are:

– Further explore finding a preferred or even an optimum order for any data
that is supplied to a specific CNN model for analysis.

– Improve dynamic malware detection by choosing the proper CNN model and
pre-processing the data with regards to row and column ordering.

– Explore the use of this data set with later models of CNN architecture.

3 Methodology

3.1 Dataset - Metric by Process Grids

The source of the data are samples taken from virtual machines in a cloud
IaaS environment. These virtual machines are arrayed as a LAMP stack hosted
web-site. The application server is injected with malware halfway through the
experiment. Each sample is for a specific process running on the VM kernel and
contains a series of M number of metrics per process (Table 1) during a segment
in time. Stacking P number of processes that are captured during a single slice
of time results in the matrix:

Xt =

⎡
⎢⎢⎢⎢⎢⎣

m1 m2 . . . mM

p1 xm1p1 xm2p1 . . . xmMp1

p2 xm1p2 xm2p2 . . . xmMp2

...
...

...
. . .

...
pP xm1pP

xm2pP
. . . xmMpP

⎤
⎥⎥⎥⎥⎥⎦
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For our experiments, the 35 metrics expanded through one hot encoding to
M = 75 metric columns and we made available room in the matrix for as many
as P <= 150 process rows. The 29+ million process samples were organized
around 114 experiments (infections), and consisted of 31,064 matrices, about
half of which are considered infected. The experiments were split between 80%
training, 20% validation, and 20% testing. The entire grid set for each experiment
was included in the group it was assigned, so no experiment was split between
training, validation, and testing.

3.2 Row and Column Ordering Algorithms

This paper is to demonstrate if row/column ordering effects performance of
different CNN models. Our initial method was to randomly sort the rows and
columns. We choose ten rows and column orders which combined give us 100
unique ordering to use as a backdrop for comparison.

In our previous work we explored the use of structural relationships as one
method for establishing an order. We found several relationships as determined
by specification, log location, process number, parent/child and sibling status,
related virtual machines, and naming convention. In these cases we found on
average they performed no better than the random option if not worse. Since
these ordering methods were previously defined we include them in our process-
ing and as part of the general backdrop along with the random 100. We do not
examine them specifically in the evaluation section of this paper.

Perhaps images provide us some insight on how to best order our matrices.
CNN’s are used to identify objects. What makes up an object in an image?
Statistically, an object is a set of highly related pixels. All of the pixels will
have a similar shade. Pixels outside the object boundaries usually have few
patterns that match inside an object. This edge can be found using the statistical
correlation relationship minimum. It is this fact that led to many advances in
image compression techniques [12,17,21].

Table 2. Metric and process correlation functions

Metric statistical correlation function

ρmimj =
E(xmi

xmj
)−E(xmi

)E(xmj
)√

E(x2
mi

)−E(xmi
)2·

√
E(x2

mj
)−E(xmj

)2
(1)

Process statistical correlation function

ρmkpipj =
E(xmkpi

xmkpj
)−E(xmkpi

)E(xmkpj
)√

E(x2
mkpi

)−E(xmkpi
)2·

√
E(x2

mkpj
)−E(xmkpj

)2
(2)

We hypothesize that we should create artificial objects by grouping the rows
and columns to increase the average statistical relationship between neighbor-
ing features while decreasing the overall entropy of the image. In our previous
paper, we found a relationship, statistical correlation ρmimj

as shown in Table 2,
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between metric columns mi and mj for all processes, comparing results from a
LENET-5 style CNN with relu, we found that ordering based on statistical cor-
relation improved performance. We attempted to disperse the artificial objects
by minimizing the correlation between columns and it had a negative impact
on performance. We include these column orderings in our evaluation details
using other CNN models. This consists of three relationship functions, metric
correlation (Table 2), the absolute value of the correlation ρABSmimj

= |ρmimj
|

to increase object edge creation, and anti-correlation, ρANTImimj
= 1−|ρmimj

|,
to test a counter hypothesis dispersing the objects and increase the entropy.

In our previous work, we struggled to derive a statistical relationship for
the process rows. Since there could be as many as 150 processes statistically
related over the 35 metrics, each sample unique per process, our initial queries
became infeasible. They suffered from a vanishing correlation when a large set
of samples that are not related to the feature are included in the calculations.
For this research, we pared down the queries so only related a pair of processes
pi and pj over a single metric mk were calculated at a time. We reduced the
data set for this specific relation value to only include samples when these two
processes were running on the same machine at the same time. This reduced the
query time from what was months, to all process pairs around a single metric,
ρmkpipj

∀i, j, in roughly 24 h. We then incremented through each metric. Once
these calculations were finished, we had a full set of process pair correlation
values per metric, ρmkpipj

∀i, j, k.
Summing the correlations for a single pair we had a statistical relationship

value between the processes ρSUMpipj
:

ρSUMpipj
=

M∑
k=1

(ρmkpipj
) (3)

Since we processed the row relationship values per metric before we summed
them, we purposely chose which order of metric to derive these relationship val-
ues. We already had a relative importance order in our metric correlations from
our previous research (Eq. 1 above). By summing all of the columns correlations
for a single metric:

ρTOTmi
=

M∑
j=1

(ρmimj
) (4)

This is the total metric correlation on which to order their importance, largest
to smallest. We also do the same for process rows, resulting in total process
correlation:

ρTOTpi
=

P∑
j=1

(ρSUMpipj
) (5)

Along with our fully correlated rows ordered derived from Eq. 3, we took the
opportunity to tests some other options derived from this function. Like metric
columns, we test similar relationship ideas with both the absolute values of
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the correlations, ρABSpipj
=

∑M
j=1

∣∣ρmkpipj

∣∣ and anti-correlations ρANTIpipj
=∑M

j=1(1 − ∣∣ρmkpipj

∣∣).
With this statistical relationship value, we rank the importance of each metric

column and process row with each other. We built a methodology to construct
the order. The process is generic and modular with regards to the data source
,fi row or column, and the function used to derive the statistical relationship
value ρfifj

. The ordering methodology uses the steps in Algorithm 1.

Algorithm 1: Derive Statistical Relationship Order
For features along an axis, fi, define a function, ρfifj

∀i, j;
From ρfifj

define ρTOTfi
∀i;

Create a selection pool of features P � fi;
while P �= ∅ do

Create an empty bidirectional queue Q for features fi;
Find max(ρTOTfi

)∀fi ∈ P ;
Place the corresponding feature fmax(ρ) onto Q;
Remove fmax(ρ) from P ;
Create two pointers left, L, and right, R; L,R ∈ Q;
Point L and R towards fmax(ρ) in Q;
while P �= ∅ and not(STOP) do

if ∃ρfLfi
∀fi ∈ P or ∃ρfRfi

∀fi ∈ P then
Find max(ρfLfi

, ρfRfi
)∀fi ∈ P ;

Place the feature fmax(ρ) next to fL or fR on Q;
Remove fmax(ρ) from P ;
Move the pointer, L or R, to the new feature fmax(ρ) in Q;

else
Stack current queue Q into a final ordered axis V ;
STOP

end
end

end
Result: A vector V of features fi that are ordered by the relationship

function, ρfifj

Derive Statistical Relationship Order

Occasionally, there are ties. This was especially true for the anti-correlated
function. Many pairs of processes rows had no correlation between them. We
would settle ties by examining the next set of neighbors to see which set increased
the relative total relationship value of the entire grid.

After compiling the statistically related orders with the previously defined
order sets, we have a total of 252 distinct grid orders to compare. A visual
example of the grids in different ordering sets is shown in Fig. 2 and Fig. 3.
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We show two slices, one benign and another infected, using different row and
column ordering schemes. It includes a 3-square pixel entropy filter plot to high-
light possible patterns the CNN may be detecting. One order set, Fig. 2, has both
rows and columns correlated while the other, Fig. 3, has them anti-correlated.
You can see how we construct objects using the correlated order while dispersing
them into tiny objects using the anti-correlated order.

(a) Benign (b) Infected

Fig. 2. Visual plot of correlated samples with 3 wide entropy

(a) Benign (b) Infected

Fig. 3. Visual plot of anti-correlated samples with 3 wide entropy
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4 Evaluation

4.1 Test Beds

We run our pre-processing and analysis using two desktops with the following
specifications:

Desktop-1

– Central Processor Unit: Intel c©CoreTMi7-8700 CPU @ 3.2 GHz × 12
– Memory: 15.6 GB
– Graphical Processor Unit: GeForceTMGTX 1070i/PCIe/SSE2
– OS: 64-bit Ubuntu c©20.04.2 LTS (Gnome 3.36.8)
– CUDATM: 11.1
– Python: 3.6

Desktop-2

– Central Processor Unit: Intel c©CoreTMi7-9700K CPU @ 3.6 GHz × 8
– Memory: 15.5 GB
– Graphical Processor Unit: NVIDIA GK210GL (Tesla K80)
– OS: 64-bit Ubuntu c©20.10 LTS (Gnome 3.38.3)
– CUDATM: 11.2
– Python: 3.6

We used TensorflowTMv2 with TensorboardTM, the underlying engine, to per-
form the CNN analysis. Comparing between these machines, we found that the
Tesla could handle larger CNN models with two cores and more GPU memory,
while the GeForce machine would process about 30% faster with the later CUDA
capable features.

4.2 CNN Models - Chosen Through Experimentation

Our previous research examined the use of a shallow CNN model, Lenet-5 with
relu as an activation function. In this research, we wanted to see if our statis-
tical relationship hypothesis would hold with other forms of CNN. We initially
experimented with Resnet-50 and found that the training times took longer per
epoch and more epochs than Lenet-5. Lenet-5 would usually saturate training in
20 epochs, but Resnet-50 would take as long as 50. We shifted to c©Auto-Keras
and by 20 epochs it would settle on a plain CNN with a couple of dense layers
but fail to produce any meaningful performance.

We then took a modularly broad but targeted approach by re-coding our
test ground to use the recently released c©Keras application set of deep learning
models. Using a limited set of ordered experiments, we test model training sat-
uration. Because of our methodology, using the same data set for the different
models was simply changing the model name within the script. Our post cal-
culation analysis found that five models would saturate training much quicker
than the others, within three epochs, so we chose to compare those in order of
their release date:
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– Inception-V3 [19].
– ResNet-18 [7].
– Xception [3].
– MobileNet [9].
– DenseNet121 [11].

To help in our analysis, we examined the model summary so we could identify
the parameters count and see if there might be some relationship between that
and order performance via the architecture design. These details are found in
Table 3.

Table 3. Model parameter count and process times

CNN architecture Parameter count Desktop-2 median 3-epoch
train time (min)Functional layers Dense layers

Inception-V3 21,802,208 12,290 2:45

ResNet-18 11,186,698 162 11:43

Xception 20,860,904 61,442 6:03

MobileNet 3,230,338 6 1:20

DenseNet-121 7,031,232 16,386 3:54

4.3 Result Plots

Since malware infections are rare compared to normal machine activity, we
decided to compare the precision/recall curves. We start by showing the results
for the Inception V3 model. In Fig. 4, we see all of the PR curves as the light
background with the dark lines representing a subset of PR curves that are gen-
erated running the model over a particular order set. Note that these plots are
scaled in to 50%–100%. Here we see Inception prefers correlated columns and
ABS-correlated rows, while and correlated rows offer another well performing
alternative, but anti-correlated rows should be avoided.

We follow with the results from ResNet-18 in Fig. 5. Note that these plots are
at 0–100% scale. It’s obvious by the wide varieties in PR curves that this model
is very susceptible to minor changes in order. For this model anti-correlated rows
and columns perform better than average, while the other orderings have only
minor variation around the poor average.

Our next model is Xception, and the results are found in Fig. 6. Note that
this model seems order ambivalent with near perfect results every time, but we
see that the statistically related order performs well if not better than average.
Only the ABS-correlated columns fell below average, but this was by only 0.0007
AUC. It appears the best performance is found using correlated rows and anti-
correlated columns.

We included MobileNet as a small format option with it’s intention to be used
in mobile devices. You can find the results in Fig. 7. Like ResNet-18, MobileNet
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(a) Correlated Columns (b) Correlated Rows

(c) ABS-Correlated Columns (d) ABS-Correlated Rows

(e) Anti-Correlated Columns (f) Anti-Correlated Rows

Fig. 4. Inception V3 CNN model PR curves
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(a) Correlated Columns (b) Correlated Rows

(c) ABS-Correlated Columns (d) ABS-Correlated Rows

(e) Anti-Correlated Columns (f) Anti-Correlated Rows

Fig. 5. ResNet-18 CNN model PR curves
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(a) Correlated Columns (b) Correlated Rows

(c) ABS-Correlated Columns (d) ABS-Correlated Rows

(e) Anti-Correlated Columns (f) Anti-Correlated Rows

Fig. 6. Xception CNN model PR curves
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(a) Correlated Columns (b) Correlated Rows

(c) ABS-Correlated Columns (d) ABS-Correlated Rows

(e) Anti-Correlated Columns (f) Anti-Correlated Rows

Fig. 7. MobileNet CNN model PR curves
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(a) Correlated Columns (b) Correlated Rows

(c) ABS-Correlated Columns (d) ABS-Correlated Rows

(e) Anti-Correlated Columns (f) Anti-Correlated Rows

Fig. 8. DENSE121 CNN model PR curves

seems to be very reactive when there are changes in the order. We have these
plots at full zoom, 0–100%, to observe all of the curves. Unlike ResNet-18 (0.898
AUC), it appears to respond better on average (0.958 AUC). It also appears
that it loves any statistical relationship in column order, but choosing a random
order is better than anything we analyze for row order.
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In our final examination, we analyze Dense-121 found in Fig. 8. This like
Xception had a vary high AUC regardless of row or column order, with almost
near-perfect results every attempt. Only a couple of curves drop below 97%,
and we had the figures zoomed in at 80%–100% for that purpose. You can see
that correlated rows and columns are the best option, but all of the statistical
relationships seem to provide an average if not better result.

Looking back at the parameter count Table 3, we see that those architectures
with fewer parameters in the final dense decision layers were fragile with response
to order and performance. Even slightly changing the grid order in these models
has great impact on the results. It appears the opposite is true, that the more
parameters in the dense decision layers reduce the impact of changing the order.

We see in almost every model that using a statistical relationship to determine
a proper order does improve performance, but identifying which relationship to
use requires some experimentation. We see that ResNet architectures find gran-
ularity in the detail with an anti-correlated order, while most of the remaining
models prefer using regular correlation. MobileNet is the only model that wasn’t
responsive, and that was only when ordering the rows. It responded very well
when using any statistical relationship to order the columns.

5 Conclusion

This research gives us several points for our hypothesis.

– Order can have a major impact on CNN performance, especially when few
neurons are in the final dense decision layer.

– Statistical correlation is a solid benchmark for good performing order for most
CNN, but not guaranteed, especially for models with small dense layers.

– Resnet architectures prefer the anti-correlated ordering.
– It appears that MobileNet order response behavior is axis independent.
– Xception proved best with this data set and performed well using correlation

as an ordering scheme.

This leads us to several open questions:

– Do these observations hold true for other data?
– Does anti-correlation observation hold true for deeper versions of Resnet?
– Why does MobileNet respond so differently when comparing rows and

columns? Is it the axis size difference?
– Can we leverage our understanding of entropy to further improve CNN per-

formance?

It’s these questions that lead us into our next topic.

5.1 Future Work

To further our understanding on how order has an affect on CNN performance,
we plan on continuing our research by:
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– Examine the use of this technique using other security data sets, the CIC-
IDS-2017 in particular.

– See if this technique holds true for non-security related data sets, especially
in industrial and medical fields.

– Identify if there are other statistical relationships that could improve the
performance of the CNN using data preparation alone.

References

1. Abdelsalem, M., Krishnan, R., Huang, Y., Sandu, R.: Malware detection in cloud
infrastructure using convolutional neural networks. In: IEEE 11th International
Conference on Cloud Computing (2018)

2. Avula, S.B., Badri, S.J., Reddy P, G.: A novel forest fire detection system using
fuzzy entropy optimized thresholding and STN-based CNN. In: 2020 International
Conference on COMmunication Systems NETworkS (COMSNETS), pp. 750–755
(2020). https://doi.org/10.1109/COMSNETS48256.2020.9027347

3. Chollet, F.: Xception: Deep learning with depthwise separable convolutions (2017)
4. Deng, L., Hinton, G., Kingsbury, B.: New types of deep neural network learning

for speech recognition and related applications: an overview. In: 2013 IEEE Inter-
national Conference on Acoustics, Speech and Signal Processing, pp. 8599–8603
May (2013). https://doi.org/10.1109/ICASSP.2013.6639344

5. Elhassouny, A., Smarandache, F.: Trends in deep convolutional neural networks
architectures: a review. In: 2019 International Conference of Computer Science and
Renewable Energies (ICCSRE), pp. 1–8 (2019). https://doi.org/10.1109/ICCSRE.
2019.8807741

6. Golinko, E., Sonderman, T., Zhu, X.: Learning convolutional neural networks from
ordered features of generic data. In: 2018 17th IEEE International Conference
on Machine Learning and Applications (ICMLA), pp. 897–900, December 2018.
https://doi.org/10.1109/ICMLA.2018.00145

7. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
CoRR abs/1512.03385 http://arxiv.org/abs/1512.03385 (2015)

8. He, K., Zhang, X., Ren, S., Sun, J.: Delving deep into rectifiers: surpassing human-
level performance on imagenet classification. In: The IEEE International Confer-
ence on Computer Vision (ICCV), December 2015

9. Howard, A.G., et al.: Mobilenets: efficient convolutional neural networks for mobile
vision applications (2017)

10. Hu, Y., Zhang, D., Cao, G., Pan, Q.: Network data analysis and anomaly detec-
tion using CNN technique for industrial control systems security. In: 2019 IEEE
International Conference on Systems, Man and Cybernetics (SMC), pp. 593–597
(2019). https://doi.org/10.1109/SMC.2019.8913895

11. Huang, G., Liu, Z., Weinberger, K.Q.: Densely connected convolutional networks.
CoRR abs/1608.06993 http://arxiv.org/abs/1608.06993 (2016)

12. Jiang, W., Bruton, L.: Lossless color image compression using chromatic cor-
relation. In: Proceedings DCC 1999 Data Compression Conference (Cat. No.
PR00096), pp. 533 (1999). https://doi.org/10.1109/DCC.1999.785690

13. Kimmel, J.C., Mcdole, A.D., Abdelsalam, M., Gupta, M., Sandhu, R.: Recur-
rent neural networks based online behavioural malware detection techniques for
cloud infrastructure. IEEE Access 9, 68066–68080 (2021). https://doi.org/10.1109/
ACCESS.2021.3077498

https://doi.org/10.1109/COMSNETS48256.2020.9027347
https://doi.org/10.1109/ICASSP.2013.6639344
https://doi.org/10.1109/ICCSRE.2019.8807741
https://doi.org/10.1109/ICCSRE.2019.8807741
https://doi.org/10.1109/ICMLA.2018.00145
http://arxiv.org/abs/1512.03385
https://doi.org/10.1109/SMC.2019.8913895
http://arxiv.org/abs/1608.06993
https://doi.org/10.1109/DCC.1999.785690
https://doi.org/10.1109/ACCESS.2021.3077498
https://doi.org/10.1109/ACCESS.2021.3077498


148 R. Klepetko and R. Krishnan

14. Lee, J.Y., Dernoncourt, F.: Sequential short-text classification with recurrent and
convolutional neural networks. CoRR abs/1603.03827 http://arxiv.org/abs/1603.
03827 (2016)

15. Lihao, W., Yanni, D.: A fault diagnosis method of tread production line based
on convolutional neural network. In: 2018 IEEE 9th International Conference on
Software Engineering and Service Science (ICSESS), pp. 987–990, November 2018.
https://doi.org/10.1109/ICSESS.2018.8663824

16. Liu, C., Dai, L., Cui, W., Lin, T.: A byte-level CNN method to detect DNS tunnels.
In: 2019 IEEE 38th International Performance Computing and Communications
Conference (IPCCC), pp. 1–8 (2019). https://doi.org/10.1109/IPCCC47392.2019.
8958714

17. Liu, G., Zhao, F.: An efficient compression algorithm for hyperspectral images
based on correlation coefficients adaptive three dimensional wavelet zerotree cod-
ing. In: 2007 IEEE International Conference on Image Processing, vol. 2, pp. II -
341-II - 344 (2007). https://doi.org/10.1109/ICIP.2007.4379162

18. McDole, A., Abdelsalam, M., Gupta, M., Mittal, S.: Analyzing CNN based
behavioural malware detection techniques on cloud IaaS. In: Zhang, Q., Wang, Y.,
Zhang, L.-J. (eds.) CLOUD 2020. LNCS, vol. 12403, pp. 64–79. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-59635-4 5

19. Milton-Barker, A.: Inception v3 deep convolutional architecture for classi-
fying acute (2019). https://software.intel.com/content/www/us/en/develop/
articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-
myeloidlymphoblastic.html

20. Mobadersany, P., et al.: Predicting cancer outcomes from histology and
genomics using convolutional networks. Proc. Nat. Acad. Sci. 115(13), E2970–
E2979 (2018). https://doi.org/10.1073/pnas.1717139115, https://www.pnas.org/
content/115/13/E2970

21. Wang, Q., Shen, Y.: A jpeg2000 and nonlinear correlation measurement based
method to enhance hyperspectral image compression. In: 2005 IEEE Instrumenta-
tionand Measurement Technology Conference Proceedings, vol. 3, pp. 2009–2011
(2005). https://doi.org/10.1109/IMTC.2005.1604524

22. van Wyk, F., Wang, Y., Khojandi, A., Masoud, N.: Real-time sensor anomaly
detection and identification in automated vehicles. IEEE Trans. Intell. Transp.
Syst. 21(3), 1264–1276 (2020). https://doi.org/10.1109/TITS.2019.2906038

23. Zhang, Y., Chen, X., Jin, L., Wang, X., Guo, D.: Network intrusion detection: based
on deep hierarchical network and original flow data. IEEE Access 7, 37004–37016
(2019). https://doi.org/10.1109/ACCESS.2019.2905041

24. Zhao, X., Gao, L., Chen, Z., Zhang, B., Liao, W., Yang, X.: An entropy and
MRF model-based CNN for large-scale landsat image classification. IEEE Geosci.
Remote Sens. Lett. 16(7), 1145–1149 (2019). https://doi.org/10.1109/LGRS.2019.
2890996

http://arxiv.org/abs/1603.03827
http://arxiv.org/abs/1603.03827
https://doi.org/10.1109/ICSESS.2018.8663824
https://doi.org/10.1109/IPCCC47392.2019.8958714
https://doi.org/10.1109/IPCCC47392.2019.8958714
https://doi.org/10.1109/ICIP.2007.4379162
https://doi.org/10.1007/978-3-030-59635-4_5
https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
https://software.intel.com/content/www/us/en/develop/articles/inception-v3-deep-convolutional-architecture-for-classifying-acute-myeloidlymphoblastic.html
https://doi.org/10.1073/pnas.1717139115
https://www.pnas.org/content/115/13/E2970
https://www.pnas.org/content/115/13/E2970
https://doi.org/10.1109/IMTC.2005.1604524
https://doi.org/10.1109/TITS.2019.2906038
https://doi.org/10.1109/ACCESS.2019.2905041
https://doi.org/10.1109/LGRS.2019.2890996
https://doi.org/10.1109/LGRS.2019.2890996


Web and Social Network



Dealing with Complexity
for Immune-Inspired Anomaly Detection

in Cyber Physical Systems

Lenhard Reuter1,3 , Maria Leitner2,3(B) , Paul Smith3 ,
and Manuel Koschuch1

1 University of Applied Sciences FH Campus Wien, Vienna, Austria
lenhard.reuter@stud.fh-campuswien.ac.at,

manuel.koschuch@fh-campuswien.ac.at
2 Faculty of Computer Science, University of Vienna, Vienna, Austria

maria.leitner@univie.ac.at
3 Center for Digital Safety & Security, AIT Austrian Institute of Technology GmbH,

Seibersdorf, Austria
{lenhard.reuter.fl,maria.leitner,paul.smith}@ait.ac.at

Abstract. With digitization, critical infrastructures face a higher risk of
security incidents and attacks on cyber-physical systems (CPS). In the
past 50 years, research and practice have developed various approaches to
monitor and detect attacks such as with anomaly detection. While many
approaches focuses on artificial neural networks, bio-inspired approaches
utilize nature as reference. For example, artificial immune systems (AIS)
refer to principles of the natural immune system. In this paper, we
investigate the Negative Selection Algorithm (NSA), an algorithm from
the domain of AIS for anomaly detection in CPS. Particularly in CPS,
datasets can become quite complex and can require a number of detectors
for the analysis. Therefore, we will investigate how AIS can be extended
to handle and manage complex datasets of CPS. We propose two models
that use Principal Component Analysis (PCA) and Autoencoder (AE) to
enable dimensionality reduction. Using these models, we are able to show
that it is possible to apply the NSA approach to such datasets. Our results
indicate that the use of PCA and AE is beneficial for both a better repre-
sentation of the data and therefore significantly relevant for an improve-
ment of the detection rate, and provides in addition the possibility to add
further features to support the identification of anomalies. As the NSA
approach allows for distributed computation, it might be possible to allow
faster or distributed detection; the extent to which this is possible remains
to be investigated and therefore represents future work.
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1 Introduction

In recent years, control systems of critical infrastructures are being increasingly
digitized [25], which not only improves their accuracy, enables easier monitoring
and delivers general economic advantages, but also increases their attack surface
and thus leads to a substantially increased risk of cyber-physical attacks. Adver-
saries from within the cyber world become capable of penetrating the bound-
ary to the physical world by executing cyber attacks. Digital attacks with the
goal and potential to cause physical damage undoubtedly pose serious threats,
especially when considering scenarios in critical infrastructures such as water
supplies, hospitals or power plants. In general, an upward trend of this type
of attack can be observed, both in relative frequency and in severity [30]. This
demands a solution for anomaly detection in such systems in order to identify
attacks reliably on time.

Anomaly detection in complex systems is a fundamental computational chal-
lenge. Nature is generally regarded as a rich source of inspiration for new success-
ful technologies and mechanisms that can be transferred to engineering, which
is also the case when it comes to mastering increasingly complex computational
challenges. These so-called bio-inspired algorithms use nature as a model to
derive metaphors that are subsequently manifested as algorithms. This has led
to the development of genetic algorithms [11] (GA) that borrow from evolution-
ary theory, Artificial Neural Networks [4] (ANN) mimicking the functioning of
the human brain, and Artificial Immune Systems [5] (AIS) using the principles of
the Natural Immune System (NIS). The latter seems predestined for the task of
anomaly detection, since it corresponds exactly to its main purpose: recognizing
malicious invaders whilst distinguishing them from endogenous cells in order to
prevent autoimmune diseases.

An algorithm inspired by the NIS, the Negative Selection Algorithm (NSA),
has already been applied to the challenge of anomaly detection in the past [6,
10,19,22,23]. However, the NSA approach faces a number of challenges that
make it difficult to apply. Its runtime complexity is often exponential due to its
means of generating detectors and often generates enormous numbers of detec-
tors that consequently require a long detection time and impedes its application.
These limitations are caused mainly by the complexity (i.e. dimensionality) of
the source dataset, which has to be addressed in order to be able to use NSA
with data such as that of industrial control systems.

However, the NSA approach has some advantages that makes its shortcoming
worth addressing: Unlike other machine learning methods, NSA does not pro-
duce a model in the strict sense, instead the entire detection mechanism is based
on a set of individual detectors – an iterable list of elements that can be checked
one by one, which is a prime example of distributed computation. Such lists can
be easily distributed to arbitrary nodes for further computation. As the number
of these nodes increases, the required detection time decreases proportionally.
Even if a small communication overhead must be taken into account. Another
favorable factor in this context is that these lists are independent of their gener-
ation, which enables a refinement of the basis detection system during operation
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without interfering with the actual detection procedure. This further allows it to
be responsive to newly developing benign states, gradually improving its approx-
imation of the benign states.

In this paper, we applied the Antigen Space Triangulation Coverage (ASTC)
algorithm [7], a relatively new approach to compute the required detectors. With
the goal of using this NSA detection mechanism for CPS, the corresponding
approach must be capable of handling the complexity of a data set that typically
arises from CPS. Previous work and our experiments, which are described herein,
suggest that ASTC is not well-suited to anomaly detection for data sets with
high dimensionality.

Our contribution therefore primarily focused on how these limitations result-
ing from the complexity of the data sets can be mitigated. We have extended the
original ASTC approach by preprocessing methods for dimension reduction. We
used both a linear reduction approach, that of Principal Component Analysis
(PCA), and a non-linear approach, through the use of a special type of neural
network, an autoencoder (AE), and evaluated and compared their results.

The main results show that these augmentations are beneficial for both their
performance and its applicability to complex datasets, i.e. with high dimension-
ality, which allowed in further consequence the use of additional feature engi-
neering, improving the identification of anomalies by mapping temporal depen-
dencies. Both proposed models can be used as base models for further work on
anomaly detection in CPS.

This paper is structured as follows: Sect. 2 describes background on the nega-
tive selection algorithm and related work. Section 3 specifies the approach of the
anomaly detection. In particular, the dataset, the data pre-processing, implemen-
tation, analysis of the ASTC algorithm, proposed models with dimensionality
reduction and evaluation. Section 4 concludes the paper.

2 Preliminaries

This section summarizes the negative selection algorithm in Sect. 2.1 and related
work in Sect. 2.2.

2.1 Negative Selection

The immune system uses lymphocytes, which represent immune detector cells,
to identify invaders or foreign cells, so-called pathogens. A very important con-
cept in this context is that of affinity, which plays a decisive role in a so-called
recognition event. A recognition event in the NIS is based on chemical bonds
between the receptors on the surface of lymphocytes (detector cells within the
white blood cells) and the molecular structures, so-called epitopes of pathogens
(see Fig. 1). Both, receptors and epitopes are complex electrically charged
3-dimensional structures. These bonds are formed by opposing electrical charges,
the more complementary the structures are, the more likely they are to bind.
The strength of this binding is referred to as affinity. When a certain threshold
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Epitope

Antigens

Antigens

Fig. 1. Affinity in nature (authors own illustration, based on Fig. 2 in [15])

of bound receptors is exceeded, i.e. when the affinity is sufficiently high, the
respective lymphocytes are activated [15].

The NIS attempts to detect a broad spectrum of pathogens by means of a
somatic hypermutation during the affinity maturation of the lymphocytes. Dur-
ing this process, new combinations of existing receptor components are assem-
bled more or less randomly in order to be able to react on never encountered
threats. The strength of the randomness depends on the respective affinity to
known pathogens; the stronger the affinity, the lower the mutation.

Also part of this maturation process is censoring, in which immature detector
cells are confronted with the body’s own, the so-called self -cells. If binding occurs
during this exposure, the affected cells are eliminated. This process is known as
clonal deletion or negative selection [15].

Negative Selection Algorithm (NSA). In the computational variant of neg-
ative selection, the affinity is determined by so-called matching rules. In the
course of time, different methods have been developed, whereby the general
principle is: a matching rule M determines the proximity between a recognizing
element d and an element e to be recognized [17].

While earlier approaches worked primarily on binary data and could thus
use matching rules such as Hamming distance, r-contiguous-bits (RCB) [31], or
r-chunk-bits [32] rule, for data in real-valued space, referred to as Euclidean
space, over the real numbers R

n in n dimensions, the idea of actual close prox-
imity is usually used as a matching rule, where an element e and detector d
match, if their Euclidean distance, the length of the direct connection, does not
exceed a certain threshold [16].

NSA Outline. In its most basic design, a general-purpose NSA procedure can
be described in 3 steps [12,13]:

1. Define a self -set as a collection S in a feature space U that represents the
states to be monitored.
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2. Generate a set D of detectors to cover the complementary space of the self-set.
Candidate detectors are confronted with the instances of the self-set S and
a matching method is applied. If they match, the corresponding candidates
are eliminated, while the remaining ones are added to the matured detectors.
This process is repeated until the termination condition is reached.

3. Incoming samples are continually matched against the detectors in D. In case
the sample matches with any detector of D it is considered a nonself element,
thus in this context an anomaly.

Detector Generation. Considering the Euclidean space, a detector consists
of the coordinates of a center and a radius. The goal is to cover the comple-
mentary space to the self-set entirely by such detectors. Therefore, the detector
generation has the decisive influence on the performance of the whole system.
Primarily, two criteria are particularly crucial, the completeness of coverage and
their generation must take place in finite time.

The original approach of the NSA [10] was strongly modeled on the pro-
cess from nature, in which detectors were actually randomly sampled from the
respective feature space and then tested against the self-set. These detectors
had a uniform fixed radius, which required a sometimes redundant, large num-
ber of detectors to cover a space. This was improved with the introduction of
V-Detectors [16], in which an additional attribute was added per detector to indi-
cate the respective radius, thus significantly reducing this number (illustrated
in Fig. 2). However, these approaches were still based on a generate-delete cycle
over many generations and thus had an almost exponential runtime complexity.

Self space

V-detectors

Holes

Self space

constant-sized
detector population

Holes

(a) Constant-sized detectors (b) Variable-sized detectors

Fig. 2. Concept of NSA with V-Detectors (authors own illustration, based on Fig. 1
in [16])

The method used in this work is the Antigen Space Triangulation Coverage
(ASTC), presented by Fan et al. [7], which is a recent method to generate detec-
tors, and the first to show significant improvement in time complexity to a loga-
rithmic level. The ASTC algorithm is based on a method from the field of com-
putational geometry, the Delaunay Triangulation (DT), which basically divides
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a given set of points p ∈ P into simplices (triangles/tetrahedra/hypertetrahedra
respectively), which satisfy certain criteria, in particular the empty circum-circle
property, which states that the circum-circle of a given simplex does not include
any other p ∈ P .

(c)

VD

(a) (b)

(d)

DT

Fig. 3. ASTC detector generation process (authors own illustration, based on Fig. 3 & 4
in [7])

Figure 3 illustrates the detector generation for the points s ∈ R
2. (a) depicts

the self-set (s ∈ S) with the corresponding self-radius rs. (b) shows the Delaunay
Triangulation and thus the division into evenly distributed simplicial cells (sci)
interconnecting the points si. Then, in (c), the circum-circle centers ci and their
circum-circles Ci are determined, for example, by using a Voronoi Diagram (VD),
which is the dual graph to DT generated by the center perpendiculars. Since all
points of the respective simplicial cell naturally lie on the circum-circle, the
circum-circle radius can be adjusted in (d) to compensate for the overlap with
the self radius. After the radius has been adjusted (rdi

= rci − rs), the newly
created detector (di = {dci , rdi

}) can be added directly to the detector-set as
matured detectors, since they do not need to be further checked for self-tolerance.
This omission provides further runtime advantage.
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2.2 Related Work

In Yang et al. [35], the non-self space for the NSA is examined and high-density
regions are identified with the help of a clustering process, whose centers are
used directly as detectors. A second type of detectors are centers of further
non-self instances in low-density regions. Further detectors are established via
the traditional NSA. This reduces effectively redundant detectors and provides
coverage of significant clusters of anomalies. Experiments have shown that this
algorithm yields good detection rates with low false positive rates and even
performs better in time complexity in high dimensions than the ASTC algorithm
by Fan et al. [7] used in this paper. However, an application to the problem
confronted in this study is not possible, since we assume a one-class classification
task in which no anomalous data is available.

In Zhang et al. [36], a method to improve the time cost of traditional negative
selection algorithms is proposed. As in the ASTC algorithm, they use an app-
roach from geometric computation. The proposed algorithm adapts the idea of
V-detectors. First, the distribution of the self set is analyzed, based on which a
grid is generated, which successively halves the given self space, if there are still
free self instances, until a minimum size of a cell is reached. With the help of this
subdivision, a randomly generated detector no longer has to iterate through the
entire self set, but only through the cell in which it is located and its neighboring
cells. Afterwards it is censored against already generated detectors. This method
successfully reduces the time cost of the detector generation considerably and
prevents redundant detectors.

An approach to improve the performance of the NSA, based on hierarchical
clustering of self sets, is presented in Chen et al. [2]. The real-valued negative
selection algorithm based on hierarchical clustering of self set, in short HC-
RNSA, uses the PCA method to reduce the data dimensions and then applies
hierarchical clustering for the generation of detectors on the self set. The detector
generation process is applied recursively, starting from the higher cluster level
to the lower levels until the desired self radius is reached. In experiments, this
method has been compared with the tradition NSA, RNSA and V-Detectors,
and it has been shown that HC-RNSA performs better in higher dimensional
datasets than the others, while these have in a slight edge in the lower dimen-
sional datasets. It was also shown that this method successfully reduces the cost
of distance calculations between detectors and observed candidates significantly.

Another work that uses the dimension reduction capability of an Autoen-
coder is proposed by Guo et al. [14]. They have developed an model of com-
bining a dimension-reducing AE and a KNN (K-Nearest Neighbor Algorithm),
hence the name AEKNN. Their results too confirm a more effective use of the, in
this case binary K-Nearest Neighbor algorithm, after this preprocessing. Exper-
iments were performed on 3 known UCI datasets1 where the results confirm its
effectiveness.

1 https://archive.ics.uci.edu/ml/datasets.php (last access: 27/07/21).

https://archive.ics.uci.edu/ml/datasets.php
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3 Immune-Inspired Anomaly Detection

In the following section, the data set and its origin will be presented first, fol-
lowed by excerpts of its implementation, the concepts used and the results of
the anomaly detection approach.

3.1 Dataset

The dataset used in this paper was obtained from the IAEA2 project Enhancing
Computer Security Incident Analysis at Nuclear Facilities (CRP J02008) [27],
in the context of which the Asherah NPP Simulator (ANS) [1] was developed.

Typically, the internals and information about their operations of Pressurized
Water Reactors (PWR) are not known. In 1979, however, an accident occurred
at Three Mile Island (TMI) Unit 1 [33]. This incident was widely reported and
documented, enabling the derivation of certain details for implementing the ANS.
Therefore, ANS is based on the same 2.772 MWt two-loop so-called Babcock &
Wilcox design as in TMI Unit 1. ANS is implemented as a MATLAB/SIMULINK
simulation intended to serve as a simplified reference power plant for conducting
security exercises and investigations [1]. In the development process of ANS, care
was taken to ensure that it is as flexible and modular as possible, especially in the
sense that it has to function as a hardware-in-the-loop system with the possibility
of integrating physical devices such as Programmable Logic Controllers (PLCs)
in the control logic.

With the help of this simulator, four different hazards were simulated and
recorded. These hazards stand for scenarios that can occur if certain components
of the pressurizer fail or misbehave. The four selected scenarios comprise:

1. The spray valves mistakenly turn on and the backup heater fails to engage at
the crucial time. This results in underpressure in the pressurizer vessel.

2. The spray valves fail while the main heater is wrongly engaged. The result is
overpressure in the pressurizer vessel.

3. Failure of the main heater and backup heater will result in underpressure in
the pressurizer vessel.

4. The main heater, backup heater and spray valves all turn on when they should
not. The combination of these components causes opposite effects and there-
fore lead to rapid fluctuations of the pressure in the pressurizer vessel.

The described hazards do not represent cyber-attacks by themselves, but
show readings that indicate possible tampering with the components, in this
respect also potentially as a consequence of a cyber-attack. In this cyber-physical
context, it is now a question of being able to draw conclusions about anomalies
on the basis of the available physical data, the cause of which may also lie in the
cyber world.

2 International Atomic Energy Agency.
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Both the benign dataset, which was obtained in an unmanipulated simula-
tion, and the four listed hazards are described with 4, 130 instances each and
comprise seven attributes: (1) Reactor Power PR, (2) Pressurizer Pressure, (3)
Pressurizer Level, (4) Reactor In Cool Temp, (5) Reactor Out Cool Temp, (6)
Total Heater Output, (7) Total Spray Output.

3.2 Data Pre-processing

Prior to the actual generation of the detectors certain pre-processings are con-
ducted on the dataset. This includes the normalization of the data, the addition
of boundary points, but also the generation of new features to map the temporal
dependency in the time series.

Normalization. Since the Euclidean distance is used as an affinity metric, dif-
ferent magnitudes, units and ranges of the individual features pose a significant
problem in determining this distance, as higher magnitudes would have signif-
icantly higher weight on the affinity than others. To address this problem, a
Min-Max Scaler is used:

x′ =
x − min(x)

max(x) − min(x)
(1)

Delta Values. Additional features are required that map the temporal depen-
dencies that are inevitably present in time series. These can be represented by
both, the change to the immediate predecessor but also over a period of time.
Both variants are applied in this paper. For the determination of the respective
delta value the Mean Squared Error (MSE) is applied:

MSE(X, X̂) =
1
n

n∑

i=1

(xi − x̂i)2 (2)

Here X stands for the considered instance, whereas X̂ stands for its predecessor.
The result is then appended to the original data as an additional feature.

Boundary Points. DT, which is the basis for the generation of detectors, is
based on tessellation starting from a convex hull. If the self-set is seen as the
initial set, its boundary represents this convex hull and accordingly detectors
are generated almost exclusively in the interior of this set, the outer boundary
however cannot be fully described by DT. Therefore, the DT generation must be
supported by additional points, the so-called Boundary Points. These Boundary
Points by themselves represent the new convex hull from which the tessellation
is performed on. As shown in Fig. 4(b), the description of the self-area can be
approximated by detectors from the outside of the initial set.
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(a) Without Boundary Points (b) Added Boundary Points

Fig. 4. Adding boundary points (authors own illustration)

3.3 Implementation

The implementation of this proof-of-concept was developed in Python 3.8.5 in a
Jupyter-Lab [21] environment and uses mainly libraries and well-known reposi-
tories for Data Science, which include sklearn [26] for preprocessing and PCA,
keras [3] for AE and scipy.spatial [34] for Delaunay/Voronoi tessellation tasks.

In the following, the two most important functions are illustrated. The gen-
eration process can be roughly divided into three steps (see Algorithm1): (1) In
the first step, the data set is supplemented by the boundary points described
in Sect. 3.2, which enable a coherent DT. (2) In the second step, the actual DT
is performed. (3) In the third and final step, the Voronoi diagram is used to
determine the center of the circumcircle of the respective simplices, whereas the
radius, the distance between the new detector and one of the vertices is calcu-
lated and constrained by the self-radius. Provided this radius is larger than the
minimum radius, this new detector is added to the matured detector set.

Once the detectors have been generated, they are now used to detect anoma-
lies (see Algorithm 2). Generally a candidate c must be matched with all detec-
tors, since this is not very efficient it is first checked whether c lies outside the
boundary points, which enclose all self instances of the training. Assuming a well-
fitted model, samples lying outside these boundaries must represent anomalies.
If this is not true, the distance to each detector must be calculated and checked if
it is within the detector radius and if so, the sample is interpreted as an anomaly.

3.4 Analysis of the ASTC Algorithm

Evaluation Metrics. Throughout this paper, the metrics used are primarily
the True Positive Rate (TPR), also called the Detection Rate (DR), defined as:
DR = TP

TP+FN and the False Positive Rate (FPR), defined as: FPR = FP
FP+TN ,

where TP stands for a True Positive, i.e. a true recognition of an anomaly as an
anomaly, and FP for a False Positive, an interpretation of a normal instance as
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Algorithm 1: Pseudocode of the Detector Generation
Input: Self-Set S, Self-Radius rs, Minimal-Radius rmin

Output: Detector Set D

1 Add Boundary Points to Self-Set:
B ← Calculate Boundary Points(S)
STrain ← S ∩ B

2 Generate Delaunay Triangulation:
DT ← Delaunay(STrain)

3 Generate Detectors:
foreach simplex T ∈ DT do

Calculate Circum Center:
(x, y)d ← Voronoi(vertices v ∈ T )
Calculate Detector Radius:
rd ← Euclidean Distance(v, (x, y)d) −rs

if rd > rmin then
Detector Set D ← D ∩ {(x, y)d, rd}

an anomaly and therefore a false alarm (the same applies to TN and FN, while
N stands for Negative, i.e. benign instances).

Results of the ASTC Algorithm on the ANS Dataset. Using the valida-
tion process presented in Sect. 3.6, the ASTC algorithm was tested on the ANS
dataset (see Sect. 3.1), with no distinction made between the respective hazards
(i.e., all four are generally simply considered as anomalies). In the shown results
Table 1, the dim-header row represents the input dimensions to the ASTC algo-
rithm, i.e. the number of selected features of the original ANS dataset.

What stands out in the results is the dataset-complexity-dependent resulting
strongly increasing number of detectors, indicated in row | d |. This factor is
eventually also the one that makes an application of the ASTC algorithm in 7
or more dimensions infeasible, since this causes a significant memory limitation
in the determination of DT. Assuming a similar growth as for the previous
dimensions, a detector count between 600, 000 and the upper bound of 1 million,
defined as lim | d | = n�d/2� [28], would be expected for the 7th dimension with 100
training samples. To counteract this effect, the number of training self-instances
was reduced starting from the 5th dimension, see row ntrain. But even a reduction
to 100 instances did not lead to any result in the 7th dimension (the computer
used for this test series has 32 GB RAM). Likewise, the number of slivers, i.e. the
failed generation of simplices, increases with an increasing number of simplices,
i.e. resulting detectors.

However, with the goal in mind to keep the F1-score above 90% it was not
possible to achieve a DR above 90%. It should be mentioned that the balance
between DR and FPR can be controlled to some extent by the self-radius and
the min-radius, where the self-radius indicates a tolerance region around the
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Algorithm 2: Pseudocode of the detection mechanism
Input: Candidate Instance c, Detectors d ∈ D, Boundary Points b ∈ B

1 foreach Dimension dim do
if c[dim] < min(b[dim]) or c[dim] > max(b[dim]) then

Output: anomaly

3 foreach d do
Verify if c is within range of d:
distd,c = Euclidean Distance(d, c)
if distd,c < d radius then

Output: anomaly

Output: benign

training samples to be considered as benign and the min-radius indicates the
minimum radius of the generated detectors, thus controlling how many detectors
are generated in-between the self-samples. However, the FPR of this algorithm
yielded very good results. Due to the shown limitation, it is consequently also not
possible to use the complementary delta features and thus to map the temporal
dependency that would possibly benefit the DR.

Another disadvantage stemming from the complexity of the dataset is the
slow detection time, which directly correlates with the number of detectors. A
sample, especially a non-anomaly sample, has to pass through all detectors one
by one and has to be checked for a match. The more detectors there are the
more time this process takes.

3.5 Proposed Models with Dimensionality Reduction

Since, as shown in the previous section, the ASTC algorithm is subject to cer-
tain limitations, especially concerning the complexity of the data set, two models
were created that address this problem and potentially allow an application of
the ASTC on the given data set. Both of these models still employ the ASTC
algorithm for detector generation, but they are each supplemented by another
method applied during the respective pre-processing in order to reduce the com-
plexity of the dataset:

“ASTC + PCA”. In this model, the ASTC is complemented by a dimen-
sionality reduction by applying Principal Component Analysis (PCA) [29] and
is performed before the Delaunay tessellation. In a strict sense however, PCA is
rather a data-transformation technique than a method for dimensionality reduc-
tion, where the data is projected onto a new basis set. Thereby, the goal of PCA
is to compute the most meaningful basis to filter out noise and reveal hidden
structures. For this purpose it uses the eigenvectors and eigenvalues to form new
axes, each consisting of linear combinations of the original features, the so-called
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Table 1. Results on the ANS dataset

Original ANS dataset + Δ

Model dim: 2 3 4 5 6 7 8 (4) 9 (4)

ASTC DR� 85.65 83.17 82.26 81.05 88.05

FPR� 0.90 0.08 0.10 0.43 1.01

F1 91.83 90.77 90.22 89.32 93.14

ntrain 600 600 600 300 300 Not feasible under

nsliver 0 0 12 109 1,281 available resources

| d | 93 1,586 8,112 22,281 132,272

t train 1.32 4.03 13.88 27.18 272.80

tdetect 0.0006 0.01 0.05 0.16 0.78

Legend DR 100%–92% 92%–84% 84%–76% <76%

FPR 0%–2% 2%–4% 4%–6% >6%

F1 The harmonic mean between recall (=DR) and precision, which stands for the
fraction of true positives among all samples classified as positive. This score allows
better comparability of results without having to decide between higher DR or lower
FPR.

DR� Since the validation uses a k-fold cross-validation, results are generated per split in
each case, DR� indicates the mean of the DR over all splits.

FPR� The same applies to the evaluation of the FPR, here the individual measured values
are also averaged.

| d | Indicates the average number of generated detectors.

n train Denotes the number of benign instances used for the training of the model.

n sliver Denotes the number of failed detector generations.

t train Denotes the average training time in seconds of the complete detector generation.
This and the following time measurement was collected by enclosing the code section
containing the actual function by two time points; thereafter the mean value was
calculated over the difference, depending on the number of processed samples.

t detect Denotes the average detection time in seconds per observed sample.

Principal Components (PCs). These new PCs are sorted by the magnitude of
variance they account for, which allows the actual dimension dimensionality by
utilizing only the first r PCs.

This model can lead on the one hand to a potentially better description of the
data through projecting it to another basis set and reduces the data’s complexity
by projecting it to a lower dimension if necessary.

“ASTC + AE”. In the second model, an Autoencoder (AE) [24] is employed
for the task of dimensionality reduction. An AE is a special manifestation of
neural networks, which basically consists of an input and an output layer, each
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containing the same number of nodes, and at least one hidden layer with signifi-
cantly fewer nodes. The task of the AE is to learn a corresponding representation
in the so-called latent space for given inputs and to restore the original data on
the output layer with as little loss of information as possible. In the course of
training, this network develops new relevant features that represent the input
in a compressed way. If an AE is to be used for dimensionality reduction, the
decoding layers of the model are discarded after training and only the encoding
part is used to map new data to the corresponding latent features.

The AE used in this model is trained in 100 epochs each, using the so-
called Scaled Exponential Linear Unit [20] or SELU for short as the level-wise
activation function. The reason for choosing the SELU function stems from the
fact that none of the latent features may have a 0 value, otherwise the Delaunay
tessellation is not possible.

Unlike the PCA approach, which is based on linear combinations, an AE
works out non-linear relationships by using the activation functions, which poten-
tially allows this model to be superior to the other approaches in terms of perfor-
mance. Unfortunately, however, this model comes with a disadvantage in advance
in terms of training time, because this model requires a separate training for the
so-called hyperparameters of the AE network.

These models exclusively use the defined benign-states to perform the dimen-
sionality reduction. The hope is that potential anomalies will find a mapping in
the new feature space in the same way. However, it cannot be excluded that the
dimension reduction may mask certain anomalies, e.g. a coefficient in a PCA
reduction may suppress a significant feature of a new anomaly. This constitutes
a further research question and needs to be investigated in the future.

3.6 Evaluation

Evaluation Process. The test setup for the evaluation of the proposed models
is as shown in Fig. 5. (a) First the respective delta-values are calculated and
added to the dataset. In order to obtain a meaningful result, a k-fold cross-
validation with 10 splices (b) is used. However, since only the benign data are
used for the training of the system, only these are split. The respective slice
is used to calculate the extreme values (c), which are used for normalization.
With the training and test data available as feature vectors in the value range
between 0 and 1, these are now processed according to the respective model
(d). Afterwards, the boundary values are added (e) and the ASTC algorithm
is applied to generate the detectors (f), which are finally used to classify new
samples (g).

Results on the ANS Dataset. In the results of these test series in Table 2,
please note that the dim-header row now has a different meaning; since these
models perform a dimension reduction, they were always fed with the full number
of features (7), the dimension specified in the header in this case refers to the
output dimension. A direct comparison with the pure ASTC model is therefore
not viable.
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Fig. 5. Outline of the evaluation process (authors own illustration)

As with the previous test series, an F1-score of 90% and above was tar-
geted. However, it can be clearly seen that the DR is significantly improved
compared to the pure ASTC model (maximum value was 88.05%). The FPR,
on the other hand, seems to be inferior to the predecessor in these models.
This seems to depend strongly on the training instances used. As the number of
training instances decreases, the FPR increases, which is not surprising since the
detectors gain less information about the self-set when it is described by fewer
points. However, these were again adapted so that it was still possible to use
higher complexities of the dataset, which was also successful in this case. Even
if only with 50 training instances and a relatively high FPR, it was possible to
use the 7th dimension in both models.

Influence of Number of Training Instances. What is remarkable is that
the reduction of the training inputs, in order to address the memory limitation,
i.e. the reduction of information about the self-area itself does not have a clearly
negative effect on the recognizability and the DR, respectively. This can be
explained by the fact that randomly selected samples mainly fall within the
boundary of the self-area and the outer edge is thus little influenced. In addition,
the method of DT leads to a generalization which can fill the holes between the
samples and to an approximation of the outer edge which can also tolerate the
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Table 2. Results on the ANS dataset with dimensionality reduction

Original ANS dataset + Δ

Model dim: 2 3 4 5 6 7 8 (4) 9 (4)

ASTC DR � 83.51 88.68 90.76 89.64 89.53 98.47 91.31 96.00

+ FPR � 1.50 3.26 3.01 3.12 3.98 8.50 1.87 1.49

PCA F1 90.28 92.40 93.67 93.00 92.53 95.15 94.53 97.22

ntrain 300 300 300 150 150 50 300 300

nsliver 0 0 11 99 1,121 10,393 9 9

| d | 83 1,043 6,791 13,136 74,494 120,315 3,666 3,522

ttrain 0.32 1.00 4.22 9.32 96.86 342.14 3.75 3.94

tdetect 0.0002 0.003 0.02 0.06 0.34 0.60 0.02 0.01

ASTC DR � 77.10 85.56 92.85 94.70 94.05 92.85 91.46 95.94

+ FPR � 0.42 1.75 3.67 2.00 3.17 8.00 1.93 2.02

AE F1 86.86 91.36 94.49 96.29 95.38 92.46 94.58 96.93

ntrain 600 600 300 300 150 50 300 300

nsliver 0 0 2 66 1,913 23,348 7 9

| d | 109 2,999 5,120 26,787 69,365 174,237 4,416 4,048

ttrain 17.75 16.68 14.34 42.69 123.32 528.18 12.20 12.38

tdetect 0.0007 0.01 0.04 0.21 0.42 0.93 0.03 0.03

Legend DR 100%–92% 92%–84% 84%–76% <76%

FPR 0%–2% 2%–4% 4%–6% >6%

omission of individual points. However, as seen in the 7th column in Table 2, if
the value falls below a certain level, the FPR increases rapidly.

Addition of Delta-Values (Δ). Since both models are able to reduce the
dimensions, the additional delta features could be added. Where column 8 in
Table 2 shows the delta to the direct predecessor and column 9 additionally
shows the average delta over 10 predecessors. Again, the model was fed with the
8 and 9 features respectively, but then reduced to 4 output dimensions. Adding
this temporal component resulted in improved performance in both models in
terms of detection rate and reduction in FPR. In both models, the 9th column
in Table 2 yielded their top results.

PCA vs. AE. The non-linear combination of features by using an AE does not
show apparent advantages in terms of the achieved DR or FPR. Furthermore,
another factor, namely that of the longer training time, even clearly speaks
against the use of an AE. The model that uses PCA to reduce the complexity
of the data on the other hand, delivers similar good results in detection whilst
showing an improvement of the training time compared even to the pure ASTC
algorithm and is therefore the preferred model.
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A major disadvantage of any NSA in general (concerns the pure ASTC app-
roach as well as both augmented models) is the long detection time compared
to other machine learning algorithms. These usually need a much longer train-
ing time, but are mostly linear when evaluating new samples. For example,
an AE that identifies anomalies based on a threshold on reconstruction errors
requires a long time to calculate the corresponding weights of the node connec-
tions, whereas the detection itself corresponds to a single calculation. However,
as stated before, in the case of an NSA approach, in the worst case, which is
unfortunately also the case in which a non-anomaly (i.e. a benign instance) is
tested, they have to iterate through the entire detector set by the NSA detection
method and have to calculate the multidimensional Euclidean distance for each
of these detectors.

Results on the Iris Dataset. Since the ANS dataset is not a publicly avail-
able dataset, additional test series were performed on the Iris3 dataset. Since
this is a dataset consisting of 3 classes traditionally used for an evaluation of
classification problems, one of the classes was considered benign and the others
were considered anomalies. Likewise, the dataset was also used by other papers
allowing comparability with similar approaches (e.g., ASTC).

In general, the DRs are similar to those of the comparison work shown in
Table 3. It is noticeable, however, that the methods used in this paper, show a
higher FPR and the resulting number of detectors are much higher compared
to the other works. It must be noted, that it is not apparent how it would be
possible to achieve, for instance a DR of almost 100% whilst having no false
positives with only 8 detectors as the ANSA model seems to do. The results

Table 3. Comparable results from other work on the Iris dataset (the results shown
were taken directly from the original papers)

benign: Setosa [0] Versicolour [1] Viginica [2]

Model [Reference] DR FPR | d | DR FPR | d | DR FPR | d |
ASTC (original) [7] 100 12 – 90 0 – 94 36 –

HNIS [12] 100 0 – 88 2 – 95 2 –

FB-NSA (m = 6) [22] 100 0 83 92 0 299 94 0 207

FFB-NSA (3–6) [22] 100 0 20 91 0 117 91 0 62

iCSA [8] 100 0.36 – 93.91 0.31 – 95 0.07 –

ANSA [18] 99.56 0 8 89.98 0 41 93.23 0 32

MPSO-DENSA [23] 98.21 7.21 12 99.98 4.16 9 98.88 3.68 11

ASTC 100 6.00 488 94.55 10.00 621 94.70 14.00 695

ASTC+PCA 100 0 403 91.92 8.00 492 90.40 8.00 508

ASTC+AE 100 8.00 551 89.60 6.00 426 93.60 6.00 495

3 Available at: https://archive.ics.uci.edu/ml/datasets/Iris [9].

https://archive.ics.uci.edu/ml/datasets/Iris
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were directly taken from the original publications. However, during reading the
publications, the authors sometimes omit information on how the models were
trained and tested. This comparison allows therefore only a rough assessment
and shows that our approach is of the same magnitude.

4 Conclusion

This paper proposed an immune-inspired anomaly detection approach for CPS.
The artificial immune system approach references the principles from the nat-
ural immune system. In our paper, we investigated the ASTC algorithm for
its applicability to CPS. Our initial analysis showed that the ASTC algorithm
shows potential in terms of computability but shows bottlenecks when it comes
to increasing number of selfs and the complexity of the dataset. Therefore, in
our approach we introduced two models that deal with dimensionality reduction.
We evaluate the models using a CPS dataset but also the public iris data set.
Both models show high potential to address the complexity of the dataset for
NSA approaches, whereas the model extended by PCA is the preferred one due
to its better runtime and its overall better performance, yielding a DR of 96%
while having a FPR of only 1.5%. This can potentially be further improved by
using the detection processing in a distributed fashion and represents the basis
for future work. Furthermore, an operational anomaly detection system for CPS
can be developed from this basic model.
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Abstract. This research contributes to the knowledge of how Information Sys-
tems (IS) researchers can iteratively intervene with practitioners to co-create
instructional programs for fast-paced, rapidly changing IS fields such as cyberse-
curity.We demonstrate how complex fields such as cybersecurity have the need for
a talented workforce which continues to rapidly outpace supply fromUniversities.
IS researchers partnering with practitioners can use this research as an exemplar of
a method to design, build and evaluate these innovative co-curricular IS programs.
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1 Introduction

Cybersecurity workforce talent shortage is a global problem that is being studied by
academia, practice, and government [8]. The growth and complexity of emerging tech-
nologies and cyber threats motivates the demands of a capable cybersecurity workforce.
On October 2nd of 2018 the CEO of the cybersecurity firm Reliaquest (RQ)1, Brian
Murphy, committed $1 million to the University of South Florida (USF) for the purpose
of preparing students for careers in cybersecurity. Murphy’s motivation was clear in his
statement, “In the face of what the industry refers to as a talent shortage, we believe that
cybersecurity is actually suffering from a skills shortage” [17].

Along with the financial contribution from RQ, additional commitments were made
by both USF faculty and RQ technical staff to co-create a training program called “RQ
Labs” that would continuously operate over a 5-year period. This co-created program
would offer USF researchers with a unique opportunity to answer the following research
question:

How can a cybersecurity workforce talent training program be co-created as an
industry-university partnership which will effectively generate an instructional product
that rapidly adds value to a cybersecurity practitioner firm and to a University student?

1 Reliaquest: https://www.reliaquest.com/, website accessed on 8/19/2021.
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Value-added contributions of the program to the cybersecurity firm and under-
graduate or graduate University student would include measurable outcomes such
as:

• Increased number of part-time or full-time hires in a security operations center
• Curricular changes in internal cybersecurity firm training practices
• Employable cybersecurity skills to graduating University undergraduate and graduate
students

These measurable outcomes would not only define the measurable success of the
cybersecurity training program, but further motivate the evolution of its program design
and implementation.

2 Motivation

Government agencies, private firms, and academic institutions have been motivated to
study the challenges associated with the problem domain of cybersecurity workforce
shortage [1]. There is a significant amount of evidence that has been collected which
indicates that a cybersecurity workforce talent shortage problem exists across multiple
domains and technologies. It has been argued within government, academic, and practi-
cal journals that cybersecurity education initiatives are a critical solution to this problem
domain. Specifically, extensive research projects have been motivated to understand
what type of cybersecurity instructional program can be designed and implemented to
effectively address the cybersecurityworkforce skills shortage. Additionally, researchers
agree that the effectiveness of the program design and implementation must be mea-
surable and capable of dynamically adjusting to the current demands of the practical
applications observed in cybersecurity [2].

Initiatives, such as the National Initiative for Cybersecurity Education (NICE) and
theNational Centers of Academic Excellence (CAE), have been established to form part-
nerships between government, academia, and private firms for the support of standards
and best practices within cybersecurity training, education, and workforce development
[5]. These initiatives have had a significant impact on educational program development
by establishing a set of criteria based on the concept of a knowledge unit (KU). These
KUs consist of knowledge groupings which identify skills in specific cybersecurity top-
ics. Although academic programs can use these standards-based approaches to design
a training program, Conklin et al. cites that “industry wants workers to arrive ready to
work day one, on their equipment, configured as they have configured it, and able to
immediately add to the team strength”. Therefore, structured guidance from initiatives
such as NICE and CAE provide an excellent foundation for high level program design
theory, knowledge, and skills required for the cyber-security workforce. However, the
depth of the knowledge and skills delivered by an educational program will require a
closer engagement of knowledge exchange and guidance from a practicing cybersecurity
firm.

Some researchers have reported that depth of cybersecurity knowledge and practical
skill with an educational program can be achieved through a “stackable curriculum”
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[13]. A stackable curriculum allows students to “earn shorter-term credentials with
clear labor market value and then build on them to access more advanced jobs and
higher wages”. This can be achieved through offering students’ programs which pro-
mote industry recognized certifications in cybersecurity. Additionally, Katz reports that
education programs can promote depth in practical knowledge by having students par-
ticipate in hands-on cybersecurity competitions. These competitions allow the student
to independently apply what they have learned in the classroom to a challenging practi-
cal scenario. Our research on the results of our academic approach to incorporate both
stackable curriculum and promote participation in cybersecurity competitions identified
a persistent, significant gap in the students’ knowledge and skills required for success in
hiring in a typical cybersecurity firm. Consequently, we chose to engage with a leading
cybersecurity firm to build and evaluate an extra-curricular cybersecurity instructional
program that could address our research question.

Our research describes a cybersecurity training program design which has been co-
created with a team of practicing experts from a cybersecurity firm, RQ, and academic
researchers from USF. RQ is motivated to collaborate with USF academic researchers
to co-create and co-deliver a cybersecurity training program that integrates the body of
theoretical and standards-basedknowledgewith the proprietary knowledge andoperating
environment of a partner firm to address the cybersecurity workforce shortage class of
problem.Weconduct our research using the paradigmofDesignScienceResearch (DSR)
[10–12] and focus on the design, build and evaluation of an innovative artifact in the
form of a cybersecurity training program targeted at employing students in a Security
Operations Center (SOC). We approach the primary research effort through a series of
iterative interventions as detailed in the elaborated Action Design Research (eADR)
methodology [18].

3 Literature Review

The principle goal of our literature review is to identify specific cybersecurity program
curriculum and designs which have been implemented to address the problem domain
of cybersecurity workforce skills shortage. We conducted a comprehensive search for
academic and practical research articles across multiple disciplines and databases which
describe how cybersecurity education programs are designed and what motivates their
curriculum. Upon review of 36 articles that met our search criteria, we selected 15
published between 2013 and 2019 which align closely with the problem domain.

In general, many cybersecurity training programs consider standards and best prac-
tices promoted by the National Initiative for Cybersecurity Education (NICE), led by
the National Institute of Standards and Technology (NIST), when determining a curricu-
lum which could address the current and future cybersecurity challenges [1]. The NICE
publishes the National Cybersecurity Workforce Framework (NCWF) as a guide for
cybersecurity training program development. The framework organizes specialty areas
of cybersecurity into groups that identify specific knowledge, skills, and abilities (KSAs)
needed to fulfill workforce roles.

In addition to the NICE initiative, the literature supports the use of the National
Security Agency (NSA) Centers of Academic Excellence (CAE) program to promote
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higher education and research in cyber defense and operations [5]. The application
of the CAE can often be observed within academic programs which align accredited
Information Systems (IS) core curriculum objectives with requirement demands from
those firms hiring the graduating students. Hence, there is a trend among IS education
programs in higher level institutions to manipulate their curriculum content so that it
aligns with the demands of operational activities conducted within cybersecurity firms.

Another approach argued within the literature for cybersecurity program design con-
siders “organizations in which hiring personnel and technical leads are communicating
well and understand the complex nature of the cybersecurity field will be in the best posi-
tion to identify talentwith the correct qualifications” [16].This collaborative combination
of cybersecurity practitioners along with formal education programs is considered criti-
cal to the success and sustainability of cybersecurity programdesign and implementation.
The complete summary of our literature review is documented in Table 1.

Table 1. Summary of literature identifying cybersecurity education program designs and curricu-
lum implementation approaches

Author (s) Education program design Program curriculum Year

Murphy et al. [19] Core cybersecurity concept;
Minimum of five optional
knowledge units

Supply Chain security
knowledge

2013

Manson et al. [15] NIST National Cybersecurity
Workforce Framework

Cybersecurity team
competitions through
real-world simulations

2014

Conklin et al. [5] Align an accredited core
Information Systems program
objectives with hiring firm’s
requirements; Use NSA
curriculum based model

NSA Knowledge Units
(KU)

2014

McDuffie et al. [16] Collaborative communication
between hiring personal and
cybersecurity technical leads
with formal education programs

Standards and best
practices promoted by the
National Initiative for
Cybersecurity Education
(NICE)

2014

Endicott-Popovsky
et al. [7]

Kuzmina-Bespalko-Popovsky
(KBP) Pedagogical model

Economic and political
environments; Constantly
evolving set of threats,
vulnerabilities, and
operational systems

2014

Caulkins et al. [4] Pilot education program
designed to address unique
challenges of human dimension
in cybersecurity

Multidisciplinary
approach; Operations;
Behavioral; Emerging
issues; Research methods
and practicum

2016

(continued)



RQ Labs: A Cybersecurity Workforce Talent 175

Table 1. (continued)

Author (s) Education program design Program curriculum Year

Spidalieri et al. [21] NSA and DHS National Center
of Academic Excellent (CAE),
Cyber Defense Research
(CAE-R), and Intelligence
Community Center of Academic
Excellence (IAE)

Extend cyber-related
coursework for both
technical and non-technical
career paths;
Extracurricular activities
with hands-on experience;
cybersecurity-related
internships

2016

Beuran et al. [2] A framework automatically
defines the training content and
instantiates a cyber range that
corresponds to the given activity

Dynamic based on
framework; Considers:
Training Specification,
Content Definition, and
Cyber Range Specification

2016

Baker [1] Computer Emergency Response
Team (CERT) appoach to
cybersecurity workforce
development

Knowledge building; Skill
building; Experience
building; Evaluation

2016

Tang et al. [23] Automated hands-on training
using a test environment that
mimics vulnerabilities and cyber
attacks

Vulnerability database;
Exploit database;
Instantiation database;
automated cyber attacks

2017

Knapp et al. [14] Certification marketplace used
to maintain industry relevancy
and guide specialized
curriculum

Standard knowledge
courses specified by
various cybersecurity
educational frameworks;
Specialized courses are
driven by industry
certifications

2017

Dill [6] Establish a Civil Cyber Force
(CCF), modeled after the Civil
Air Patrol, that would include
youth members who are
mentored by adults; Youth
attend year-round programs that
test leadership, technology, and
fitness

NSA outreach to STEM
programs employed
throughout the public
school system and their
National Centers of
Academic Excellent in
Cybersecurity serve as the
foundation for curriculum
development

2018

(continued)
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Table 1. (continued)

Author (s) Education program design Program curriculum Year

Cabaj et al. [3] Masters programs that were
evaluated in this study
demonstrate updates with
curriculum content and available
courses are aligned with
available faculty and expertise

Core cybersecurity
knowledge is universal and
suitable for any geography;
Some special topics

2018

Katz [13] Stackable curriculum which
allows students to earn
shorter-term credentials with
clear labor market value and
then build on them to access
more advanced jobs and higher
wages; Courses are mapped to
NSA-CAE Knowledge Units

Integrates the pillars of
people, process, and
technology; Labs, Case
Studies, exercises, and
role-playing scenarios
involving non-technical
aspects of the discipline;

2018

Gonzalez-Manzano
et al. [9]

Recommends topic choice, level
choices, teachers commitment,
gender adaptation, regional
adaptation, interaction design,
age impact, suitability of content
design, activities review,
students video commitment

All 35 programs analyzed
included a mixture of
curriculum based on the
NICE (National Initiative
for Cybersecurity
Education) framework

2019

Cyber2yr2020 Task
Group [22]

Task force developed used
Cybersecurity Curricular
Guidelines (CSEC2017),
NSA-CAE knowledge units, and
NICE Cybersecurity Workforce
Framework

Associate Degree
Programs; Security
concepts in Data, Software,
Components, Connections,
Systems, Humans,
Organizational, and
Societal

2020

Ward [24] Uses Action Design Research
(ADR) to add Organizational
Context with an Institutional
Advisory Board

Learning approaches
include role-based,
challenge-based,
scenario-based, and
inquiry-based

2021

Overall, the articles reviewed did not present evidence of an instance where a prac-
ticing cybersecurity firm was actively involved in co-creating a cybersecurity education
program with an academic institution. However, recently researchers have recognized
that industry can advise the design of a cybersecurity workforce development program.
Additionally, the literature did not reveal a single research study which documented a
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program design where the practicing firm is motivated to hire the students into a Secu-
rity Operations Center upon successful completion of the training. Therefore, this gap
within the current literature offers our research team with an opportunity to contribute
new knowledge within the cybersecurity workforce talent shortage problem domain.

4 Program Design Methodology

The “RQ Labs” training program offered a co-creation engagement between USF
research faculty andRQstaff. Throughout the development of the program,USF research
faculty were embedded with RQ cybersecurity engineers and education specialists. This
collaborative relationship between researcher and practitioner offered an opportunity for
an Action Design Research (ADR) [20] project. ADR is a research method traditionally
used to build an IT artifact through a guided, emergent in situ intervention build and
evaluation process. In this research, we adapt the ADRmethodology from the traditional
use of creating an IT artifact to the creation of a cybersecurity training program. Specifi-
cally,we use an elaborated version ofActionDesignResearch (eADR) [18]methodology
to iteratively design and implement an innovative cybersecurity training program. The
eADR methodology offers both researcher and practitioner an ADR process continuum
using iterative diagnosing, design, implementation, and system evolution stages. Each
iterative eADR cycle within a stage offers an opportunity for a researcher to formulate
the problem (P), create an artifact (A), evaluate the artifact (E), reflect on the results
of the evaluation (R), and learn from the reflection (L). An iterative eADR cycle can
be used by a researcher to inform the diagnosis, design, implementation, or evolution
stages of an ADR process.

Due to prior research of the problem domain during a faculty externship that con-
firmed the significant skills gap between graduated students and those of successful hires
and consequential executive decisions by RQ to support an extra-curricular University
activity, it was decided by the research team that an initial diagnosis stage was not
required to begin the eADR process. RQ had firmly positioned the project to begin
immediately designing the structure of the cybersecurity training program as a co-
creation activity with University researchers. Therefore, the flexibility of the eADR
process model allowed the researchers to begin their research by entering at the design
stage of the ADR process. In the Fall of 2018, an eADR cycle was initialized to design
a version 1 program structure which would be used for the first cohort of University
students. Version 1 of the program structure was planned for implementation in late Fall
of 2018. The program structure continued a 6-week cycle of implementation throughout
the Fall of 2018. Upon completion of the first cycle, data was collected and evaluated to
understand the pros and cons of the implemented structure. This 6-week cycle contin-
ued to iterate in future University semesters from 2018 to 2021. In each iteration, RQ
practitioners intervened on the program structure and an evolution of the program was
created in the form of Version n (see Fig. 1).



178 C. Daniel et al.

Fig. 1. Illustrates the interventions at each stage of the eADR method used to design the co-
created cybersecurity training program. Adapted from [18]. Note: in the eADR cycle: P= Problem
Formulation/Planning, A= Artifact Creation, E= Evaluation, R= Reflection, and L= Learning

5 Cybersecurity Workforce Talent Program Design

The eADR methodology used collaboratively between practitioner and researcher was
instrumental in the development of a cybersecurity workforce talent training program
called RQ Labs. RQ Labs can be described as a comprehensive cybersecurity training
program implemented as an extra-curricular college student engagement which provides
a solution to a class of problem within the cybersecurity workforce talent shortage
domain. The RQ Labs program design is summarized in Table 2.

Table 2. RQ labs program design summary

Week Activity Description Timing

1 Pre-Boot Camp Introduce program purpose and general
understanding of cybersecurity domain.
Designed to filter out students who are
not interested in cybersecurity training
program

3 h

2 System Admin Boot Camp Cybersecurity and networking
Fundamentals

4 h

3 Attack Surface Enterprise networking, security tools,
data security, and kill chain

4 h

4 Anatomy of an Attack Application Security 4 h

5 Detect, Response, & Mitigate Incident Response Fundamentals 4 h

6 Capstone Assessment Capstone Analysis using cyber
investigation analysis methodologies

4 h
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The summarized programdesign inTable 2 describes a training program that includes
a total of 23 h of classroom instruction over a 6-week period of time. Each classroom
instructional session includes individual hands-on activities, group activities, industry
case studies, and mentoring sessions. In week 1 of the program design, approximately
100+ students from any major across the University are recruited through various com-
munication channels to participate in a pre-boot camp. The pre-boot camp is designed
to introduce any student to the cybersecurity domain. Pre-boot camp content includes
cybersecurity terminology, the CIA (Confidentiality, Integrity, and Availability) triad,
careers in cybersecurity, expectations of the program, and testimonies from RQ Secu-
rity Operation Center analysts. Students are given an opportunity to participate in a
question and answer session with the practicing analysts so that they have a complete
understanding of what the cybersecurity workforce does on a daily basis.

Since the capacity of the RQ Labs Program in weeks 2 through 6 is limited to
approximately 50 students per program iteration, students are offered an opportunity
to compete for a slot or decline to move forward. If students would like to pursue the
opportunity for the program, they are asked to complete an online general cybersecurity
knowledge assessment and sign up for a behavioral interview. Students will compete for
one of the available slots in weeks 2 through 6 through an initial behavioral interview
conducted by a RQhuman resource specialist team. In any given cycle, a human resource
specialist team could conduct up to 80 or more interviews between weeks 1 and 2 of
the program. The initial interviews are designed to select the best candidates from the
students who elect to move forward in the program. The interviews are designed to get
a general sense of the student’s potential fitness in the cybersecurity workforce. At this
stage, fitness is measured subjectively based on the student’s responses to behavioral
questions. Technical questions are not used within interviews at this stage.

Once the human resource team selects the student candidates for weeks 2 through 6,
students are invited to an optional Systems Administration boot camp in week 2. This
boot camp is designed for those students who do not have an extensive technical back-
ground in systems. Those that elect to participate in the week 2 Systems Administration
boot camp are given hands-on classroom instruction using a Linux virtual machine by
a University professor. The content covered in the Systems Administration boot camp
includes Linux operating system and networking commands and concepts. Additionally,
students are exposed to how the content is directly linked to the context of fundamental
cybersecurity concepts such as application, data, and network security.

Weeks 3 through 6 of the RQ Labs program are designed to immerse the student
in hands-on cybersecurity training that is focused on activities typically experienced
by a practicing security operations center analyst. The training in weeks 3 through 6
is completely conducted by practicing RQ cybersecurity analysts and engineers with
varying levels of experience.

In week 3, students are broken up into 5 groups of 10 students each. Each group is
assigned 2 RQ cybersecurity practitioners which serve as direct mentors to all students
in the group. Each mentor sets up a Slack channel using the Slack app on their mobile
devices so that students can communicate questions in betweenweekly training sessions.
Thementor’s responsibility to is explain and reinforce all concepts covered in the content
of the program each week to any student within their assigned group. Each week, during
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weeks 3 through 6, students are assigned homework activities on aLearningManagement
System (LMS) that are evaluated by their mentors for reinforced feedback. Furthermore,
the mentors are incentivized with a reward from RQ if their group out performs all other
groups in the program during the semester cycle. Performance of the mentor is directly
measured by how many students within their group are converted to a full-time or
part-time position upon completion of the program.

The content covered in week 3 of the program includes an understanding of the
Attack Surface. To understand the Attack Surface, a student must gain competency in
enterprise architecture to includes its networking and tools used to manage or evaluate
its functionality. Students are instructed on how data flows through an enterprise and can
be used as a means for motivating an attack. Finally, students are introduced to cases
with scenarios that demonstrate the structure of an attack through a cyber kill chain. The
cases are then reproduced in a custom virtual lab environment hosted in Amazon Web
Services (AWS).

In week 4, students are introduced to the anatomy of an attack by examining security
vulnerabilities experienced in various applications. Essential training in this week will
include an introduction to exploits, web server security, and offensive security concepts.
Students will then link the types of attacks to the parts of the attack surface which were
covered in week 3. Additionally, various types of attacks, the attack lifecycle, and an
understanding of threat actors is covered. These concepts are then reproduced as online
hands-on labs within the AWS environment.

Week 5 content is designed to introduce the student how to detect, respond, and miti-
gate cybersecurity events which have been generated by a security information and event
management (SIEM) system. Students are introduced to a cybersecurity investigation
analysis methodology that helps to guide them through the analysis process. Initial itera-
tions of the program used third-party SIEM and End Point Detection (EDR) tools hosted
on AWS as learning mechanisms. However, recent iterations of the program now require
students to learn on the RQ proprietary platform. Due to the design of the proprietary
RQ platform, this evolution of the program was added to improve the likely success
of the student’s ability to implement the desired cybersecurity investigation analysis
methodology.

Finally, week 6 of the program includes a comprehensive capstone assessment of the
student. Programmentors assign cybersecurity event scenarios to studentswith simulated
data based on prior RQ customer experiences. Students are expected to evaluate the
cybersecurity event scenario using all of the tools and technologies exposed to them
throughout the program. Upon completion of the analysis of the event, students submit
a comprehensive report of their findings to their mentors for evaluation. Mentors then
score the students level of success completing the comprehensive capstone assessment.

6 Evaluation of Program Design

Upon completion of each 6-week program iteration, data is collected to measure the
value added to RQ and the University students. Value-based data is recorded for pro-
gram evaluation at 8 different stages during and following the completion of a program
iteration. Table 3 summarizes the data points captured at different stages of the program
evaluation process.
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Table 3. RQ labs evaluation 8-stage process

Stage Evaluation
description

Value measure description Data Metric

1 Completion of
Week 1

General Cybersecurity
Knowledge Assessment

Online
cybersecurity
baseline
assessment
quiz

Score

2 Completion of
Week 1

Behavioral Interview Verbal
interview

Fit/Not Fit

3 Completion of
Week 6

Final Capstone Assessment Rubric based
on capstone
tasks

Score

4 Completion of
Week 6

Technical Interview Acceptable
technical
knowledge or Not

5 Personality
Assessment Online

Personality type Vendor
assessment
results

Personality type

6 Cultural/Behavioral
Fit

Behavioral/Cultural Interview Verbal
interview

Cultural/Behavioral
Fit/Not fit

7 Final Interview Mixed Interview:
Technical/Behavioral/Cultural

Verbal
Interview

Full-time or
Part-time Job Offer

8 Full-time or
Part-time job offer

Verbal or written response Verbal or
written
response

Students accepts
offer or declines

Table 4 summarizes the data collected after completion of five program iterations.
During each program iteration, a total count of students was collected as each University
semester program iteration advanced to the next stage.

526 USF undergraduate and graduate students from various colleges were sampled
to begin Stage 1 of the RQ Labs program. Prior to the design of this program, RQ had
reported trivial success with USF undergraduate and graduate students passing the initial
technical interview - essentially no students hired in prior four years. Upon completion
of Week 1 in all program iterations, Stage 1 of the RQ Labs was completed and the total
sample size had been reduced to 369 students. 157 of 369 students did not attempt to
pursue a required effort to complete Stage 1 evaluation for advancement into Week 2
of the program. Upon completion of the Stage 2 evaluation process with all program
iterations combined, RQ had selected 238 students to participate in Stage 3 of the RQ
Labs program.DuringStage 3, aminimal number of students quit the program for various
reasons such as receiving other job offers, personal, or difficulty with the academic load.
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Table 4. Number of students from # RQ labs program iterations

Stage Fall 2018 Spring 2019 Fall 2019 Spring 2020 Spring 2021 Total

1 82 66 91 107 180 526

2 52 56 70 80 111 369

3 34 43 50 53 58 238

4 29 27 47 37 39 179

5 & 6 18 13 11 37 29 108

7 16 11 11 37 29 104

8 10 4 10 12 9 45

Upon completion of Stage 3, Stages 4 though 8 of the program evaluation process
involve a progressive set of interviews by RQ staff. During Stage 4 evaluation, a total of
59 students were eliminated due to poor technical interview responses reducing the total
number of students between all program iterations to 179. All students passing Stage
4 of the evaluation process were required to complete Stage 5 for a personality type
classification. This was completed to better place them in teams if they pass the entire
evaluation process. Upon completion of Stage 6 evaluation, 4 students were judged as
being culturally unfit for RQ reducing the total number of students to 104. Finally, of the
104 students evaluated in Stage 7, 59 were eliminated due to lack of cultural/behavioral
fit or lack of in-depth technical knowledge. The Stage 7 final interview was designed to
revisit and elaborate further on questions asked in Stages 4 and 6. This left the final pool
of students in Stage 8 with 45 part-time or full-time cybersecurity job offers by RQ.

Once the program evaluation process was completed, RQ practitioners collaborated
with University researchers to make improvements in the program structure for the next
iteration. This engagement resulted in continuous improvements of the program design.
These program improvements were further used tomodify the internal training processes
of RQ employees.

7 Discussion and Conclusion

Upon evaluation of the data collected from two iterations of the RQ Labs program, we
can observe that there is value added to the University student and cybersecurity firm.
RQ benefited directly from adding 45 new cybersecurity employee hires, as a result of
the program, to work in their security operations center. The remaining students who did
not get hired by the cybersecurity firm directly benefited from the program by adding
an employable skill to their resume. For instance, several students who did not get hired
by RQ at the end of the program iteration were hired for a cyber security job in another
firm. Additionally, RQ directly benefited from the program design by improving their
own internal training practices and curriculum.

The following summarizes the improvements reported by RQ staff, undergraduate
students, and University faculty based upon what was learned throughout the various
evaluation stages.



RQ Labs: A Cybersecurity Workforce Talent 183

RQ reports the following upon evaluation of the program design:

• Improved hiring efficiency
• Improved onboarding efficiency
• Community partnering demonstration for near-peer companies
• Impact on future University curriculum as the faculty re-integrate the lab curriculum

Students report the following upon evaluation of the program success:

• Practice knowledge gained
• Work-like product and work experience
• Opportunities for Certification
• Guaranteed job interview with a company hiring upon successful completion
• Opportunity to present to other near-peer companies hiring similar roles

Faculty report the following upon evaluation of the program success:

• Relationship engagement with a cybersecurity firm
• Growth in content with practitioner examples
• Innovative program structure and design
• Student preparation for roles
• Student satisfaction with program, department, college
• Student recruiting into the University of South Florida
• Research access to people, data, and innovative services and products

Finally, we suggest that the RQ Labs program provides a solution to a class of
problem within the cyber security workforce talent shortage domain. Additionally, we
suggest that the eADR methodology allows the flexibility to begin an innovative artifact
creation research activity at any point of entry in the ADR process.

Although the artifact has addressed a well diagnosed and understood class of prob-
lems, more research is required to understand if this design can be implemented at other
academic institutions with a similar opportunity for collaboration. The evolution of the
RQ Labs program can and should continue through the Evolution stage of the eADR.

8 Contributions and Future Research Direction

In fast paced industries, such as this cybersecurity environment, it should not be sur-
prising that standard University curriculum will not keep up and provide students with
currency in the discipline and its requisite skill sets. In these cases, a collaborative co-
creation with practitioners serves to ensure the content is relevant. To co-create in this
environment, our research identifies an iterative guided emergent program design arti-
fact, in or out of the traditional University curriculum, where an approach like the eADR
can work well. The evaluation of the program design artifact thus developed must show
benefit not only for the student and the faculty, but also for the partnering practitioner
organization.
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This research clearly addresses the research questions presented at the outset. The
approach taken in this research also contributes to the knowledge of how IS researchers
can iteratively intervene with practitioners to co-create instructional programs for fast-
paced, rapidly changing IS fields – including cybersecurity, artificial intelligence, dis-
tributed ledger, virtual reality, social, mobile, and cloud. In each of these fields the need
for skilled workers continues to rapidly outpace supply fromUniversities. IS researchers
partnering with practitioners can use this research as an exemplar of a method to design,
build and evaluate these innovative co-curricular IS artifacts.

We find that the iterative interventions within cycles also add to our knowledge of
the distinct roles that can be played by faculty and practitioners in the co-create activities
for these innovative IS artifacts. A methodology that embraces the co-creation design
of Information Systems (IS) program curriculum between practitioners and academia is
necessary to respond to rapidly changing problem domains such as cybersecurity work-
force shortage.More research is needed to better understand how the eADRmethodology
can be used to motivate the future of IS curriculum design.
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Abstract. Social media fuels fake news’ spread across the world. English news
has dominated existing fake news research, and how fake news in different lan-
guages compares remains severely under studied. To address this scarcity of liter-
ature, this research examines the content and linguistic behaviors of fake news in
relation to COVID-19. The comparisons reveal both differences and similarities
between English and Spanish fake news. The findings have implications for global
collaboration in combating fake news.

Keywords: Fake news · Language · Topics modeling · Content-based behavior
linguistic behavior

1 Introduction

Social media is transforming the process of spreading news, increasing its dissemination
speed and outreach [1], it also contributes to the proliferation of fake news. Fake news has
widespread impact on individuals, organizations, and the society. It has the potential to
influence political outcomes, lure consumers into deceptive marketing schemes, defame
business firms or celebrities, and so on [2]. Unfortunately, socialmedia platforms provide
limitedmechanisms to assess the credibility of newspropagated through them.Moreover,
fake news spreads across the globe in different languages, multiplying its impact.

Existing fake news research has predominantly focused on English (e.g., [3, 4]).
Given that culture, language, and other factors such as political views and religion may
influence the way that news is generated, perceived, and disseminated, understanding
the similarities and differences between fake news across different contexts such as lan-
guages is crucial. How the characteristics of fake news may differ between different lan-
guages, however, remains largely under studied. Thus, to address the above-mentioned
literature gap, this study examines the language effect on fake news characteristics by
answering the following research questions: 1) How does the content behavior differ
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between the fake news in different languages? A related question is how to extract con-
tent behavior from online news effectively. 2) Does the linguistic behavior of fake news
differ between different languages? If so, how?

The uncertainty around the emergence of COVID-19 has led to numerous fake news,
which can serve as an ideal case for studying fake news. The pandemic is a global
problem, heightening the need to understand fake news in different languages. Thus, we
answer the research questions about fake news by using COVID-19 as the context and
by choosing English and Spanish as different languages for comparisons. By analyzing
COVID-19 related fake news in both English and Spanish, this study makes multifold
research contributions. For the first time, we identify both differences and similarities
in content-based behavior between English and Spanish fake news. Additionally, we
discover differences in linguistic behaviors between fake news of the two languages.
Finally, we develop a transformer-based topic modeling method by extending a state-of-
the-art technique for natural language processing, and design a multi-method approach
to evaluating the performance of topic models.

The rest of the paper is organized as follows. We first review related work in Sect. 2
and then introduce our method design in Sect. 3. Subsequently, we report results in
Sect. 4 and finally conclude the research with Sect. 5.

2 Related Work

We review two streams of related literature: fake news in multiple languages and
deception behavior in different languages.

2.1 Fake News in Multiple Languages

Social media platforms, like Facebook or Twitter, augment the speed at which content
spreads across a broad audience [5]. For instance, countries have endorsed the cross-
regional statement on “infodemic” in the context of COVID-19, and its spread is regarded
“as dangerous to human health and security as the pandemic itself.” When compared
with English fake news research, studies on fake news in other languages are sparse.
For example, FIRE 2020 hosted the first shared task focusing on fake news detection
in the Urdu language [6]. Al-Ash et al. [7] deployed ensemble learning methods for
Indonesian fake news detection. Recognizing the importance of studying fake news in
many non-English languages and the challenges of doing so, many have concentrated
their efforts in collecting fake news datasets in different languages (e.g., [1, 8, 9]).

A few recent studies have explored detecting fake news across multiple languages.
For instance, by developing a generic detection approach, Faustini and Covoes [10]
investigated fake news detection in three different languages: English, Portuguese, and
Bulgarian. They used the following types of features as inputs to machine learning
algorithms: frequency counts of features of textual units (e.g., proportion of uppercase
characters, number of sentences, words per sentence), Word2Vec representations, and
bag-of-words with tf-idf. Their results demonstrate that text length and Word2Vec con-
sistently ranked among themost important features across different languages. The study,
however, does not provide insights into the characteristics of fake news content between
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different languages. Similarly, Abonizio et al. [1] evaluated language-independent tex-
tual features for fake news detection using news corpora written in American English,
Brazilian Portuguese, and Spanish through traditional machine learning techniques such
as Support Vector Machines, Random Forest, and Extreme Gradient Boosting. Their
workwas focused on identifying generic text features but not cross-language differences.
In addition, they mainly used complexity and stylometric text features. Dementieva and
Panchenko [11] proposed an approach that used multilingual evidence to detect fake
news. Nevertheless, instead of using raw fake news in different languages, they relied
on an online translator to match English news titles to non-English counterparts.

2.2 Deception Behavior in Different Languages

Given that fake news intends to mislead, authoring fake news can be considered as a
type of deception. Deception theories (e.g., [12]) suggest that deceivers are engaged
in information, behavior, and image management. Building on the extensive research
on deception behavior in face-to-face communication [13], there has been a surge of
interest in online deception behavior over the past two decades. Given the source of
text, deception behavior can be grouped into content and linguistics-based behaviors,
depending on whether the behavior identification requires domain knowledge [14]. For
instance, an earlier study illustrates that online asynchronous deceptive communication
used less self-references, more group references, less complex language, and in general
involve more affective language [15].

Comparedwith the studies on deception behavior in English, the studies on deception
behavior in other languages are much fewer. One study of Chinese online deception
behavior found that deceivers exhibited a tendency to communicate less and use less
complex and diversified texts in their messages [16]. Another study examined cross-
cultural deception detection by comparing the performance of classifiers trained on
datasets collected from one culture and tested them on datasets collected from a different
culture (i.e., United States, India, andMexico) [17]. Another study of deception behavior
of Spanish speakers suggested that linguistic and psychological processes would bemost
relevant for discerning between true and deceptive statements [18]. It is worth noting
that the datasets used in the above two studies were collected from lab environments
instead of the real world; and importantly, none of the studies has focused on fake news.

This research aims to address the above-mentioned limitations by comparing the
content and linguistic behaviors between the fake news of different languages.

3 Methods

3.1 Dataset

In this study, we used a multilingual fact check news dataset on COVID-19 [19], which
used Snopes and Poynter as news sources and collected data from 92 fact-checking web-
sites. The international fact-checking network at the Poynter Institute leads the #Coro-
naVirusFacts Alliance that joins the efforts of more than 100 fact-checkers around the
world on facts regarding the coronavirus [20]. Snopes is a fact-checking website, which
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helps sort out myths and rumors on the internet [21]. According to a 2020 report [22],
English and Spanish are the first and third most common languages used on the Internet,
respectively. Thus, we selected fake news in English and Spanish for the case study.
After filtering the dataset based on class rating (e.g., false, mostly false), the final dataset
contains 2,747 fake news in English and 1,210 in Spanish.

3.2 Data Preprocessing and Behavior Extraction

The news data first went through some common text preprocessing steps, including
tokenization, lower-case transformation, and the removal of punctuation, symbols and
non-letter characters.

To answer the research questions, we extracted both content and linguistic behav-
iors from fake news. Specifically, we operationalized content behavior with topics and
linguistic behaviors with language complexity, personal pronoun, and affect features
in this study. The extraction of linguistic features leveraged LIWC (Linguistic Inquiry
and Word Count) 2015 [23]. The tool has the capability of handling English and many
other languages such as Spanish. Although each language may have its own unique
features, different languages share a large set of common core, enabling us to perform
cross-language comparisons. We introduce topic extraction separately next.

3.3 Transformer-Based Topic Modeling (TM2)

Topic extraction was accomplished through building topic models. Traditional topic
modeling techniques (e.g., Latent Dirichlet Allocation (LDA), Non-negative Matrix
Factorization (NMF)) are limited mainly in two aspects. Firstly, these traditional tech-
niques rely on patterns from the language space built with the specific text data used in
the analysis, whichmay lead to poor generalizability and coverage. Secondly, these tech-
niques capture context as simple co-occurrence (e.g., bag-of-words), which is difficult
to capture the sentence-level context.

To address the aforementioned limitations, we proposed a topic modeling method
by extending a state-of-the-art transformer-based model (TM2)—BERT (Bidirectional
Encoder Representations from Transformers), which was pre-trained on a large amount
of generic text data, and used the self-attention mechanism to capture the contextual
information embedded in the text data. Figure 1 depicts the architecture of TM2. The
method consists of three main components: text representation, topic modeling, and
post-hoc handling.

• Text Representation.We employed BERT to learn the representation of textual con-
tent of fake news. Specifically, we selected Sentence-BERT (SBERT) as the embed-
ding model [24] to ingrain the input text at the sentence level (rather than at the word
level as does Word2Vec). In view of the multilingual nature of the input text, we
adopted the teacher-forcing strategy in TM2, following the suggestions of [24], to
ensure the alignment between different languages. In the model, text data in different
languages (i.e., English and Spanish) was fed into both the teacher and the student
models. The teacher model was used to embed the English version of the text, whereas
the student model was used to embed both the English and Spanish texts. Using the
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mean squared error as the loss function, we calculated the loss between the embed-
ding of the English texts from both the teacher and student models and between the
embedding of the English texts from the teacher model and the Spanish texts from the
student model. To this end, we selected the SBERT-paraphrase as the teacher model
and the XLM-R [25] as the student model because of their performances on both the
English and Spanish texts [24]. Then the embedding from theXLM-Rmodel was used
as the representation of the input texts. The downstream tasks (i.e., topic modeling
and post-hoc handling) mainly focused on measuring text semantic similarity.

Fig. 1. Transformer-based Topic Modeling (TM2)
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• Topic Modeling. Given the high dimensionality of document embedding (e.g., 768),
it is desirable to perform dimensionality reduction. To this end, we selected Unified
ManifoldApproximation and Projection forDimensionReduction [26] because it pre-
serves the global structure of original features and does not require extensive running
time and computational restrictions. The clustering process groups text representa-
tions (i.e., vectors in a language space) into different clusters (i.e., candidate topics).
Since the topics in a language space can be at levels of different density, we selected a
density-based clustering method, specifically HDBSCAN [27], for identifying candi-
date topics because it is able to identify the most important clusters with interpretable
representations.

• Post-hoc Handling. This component aims to select a final set of topics and their
associated key terms by filtering candidate topics. This component contains two types
of post-hoc handling strategies: metric-based automated filtering and topic-based
relevance ranking. Given that clusters represent candidate topics, we measured how
one cluster differs from the rest of the clusters for topic optimization. We developed
metric-based automated filtering by employing a variant of the traditional tf*idfmetric
that treats all texts belonging to the same cluster as a single document. The equation
for the modified metric, namely topic-based tf*idf (T-tf*idf), is shown in Eq. (1):

(1)

where ti is the frequency of term t for each topic i, wi is the total number of terms in
i, m is the average number of terms per topic, and

∑n
j tj is the frequency of t across all

n topics. The T-tf*idf metric, compared to tf*idf, can better measure the importance of
each term, to the cluster collectively. By using the T-tf*idf metric, we were able to obtain
the loadings of each term on its respective associated topics, similar to the word-topic
matrices in LDA. However, there are key differences between our term loadings and
the word-topic matrices in LDA: 1) the T-tf*idf measures the importance of a term to a
certain topic rather than the entire dataset, and 2) the calculation of the metric uses the
SBERT embedding, which captures more contextual information in text compared to the
word2vec counterpart. The topic-based relevance ranking aims to ensure that the topics
differ from one another. To maintain the coherence of all the terms belonging to the
same topic, we introduced the topic optimization step by employing Maximal Marginal
Relevance (MMR) [28], as shown in Eq. (2):

(2)

where wi and wj denote a term in document Di and Dj, respectively. Di contains topic
T , whereas Dj does not. sim1 measures the maximal pairwise similarity between wi and
all terms in T , while sim2 measures the similarity between wi and wj. λ ∈ [0, 1] is a
constant. MMR, as introduced in the field of information retrieval, ranks query results
by their relevance. In this study, we extended MMR to topic modeling by finding the
most relevant terms within each topic, while reducing the redundancy between different
terms. For each topic, the top-N terms ranked in a descending order of MMR scores,
were selected, where N was determined heuristically [29]. Finally, we obtained a set of
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unique stabilized topics and their associated terms, which were coherent for each topic,
as the final outputs.

3.4 Evaluation Setting and Measures

We focused the evaluation on the performance of topic models. We selected traditional
topic modeling methods—LDA [30] and NMF [31] as the baselines for comparison.

• For the LDA models, we tuned the parameters of document-topic density and topic-
word density in the range of (0.5–1), and averaged five different LDAmodels for each
setting for the number of topics to determine its optimal value.

• For the NMFmodels, we applied Bayesian optimization using the grid search method
to search for the optimal hyper-parameters automatically.

For the baseline models, we constructed bi- and tri-grams from the textual content
of fake news; then used term-frequency-inversed-document-frequency (tf*idf) as text
representations. We applied to the elbow method to determine the optimal number of
topics for the baseline models.

The interpretation and evaluation of topic modeling results depend on the require-
ments of real-world applications [32]. Given that the main goal of topic modeling is to
extract latent topics from fake news, we designed a multi-method approach to evalu-
ating the extracted topics for triangulation. The method consists of three components:
coherence score, level of agreement, and quality rating.

• Coherence Score. It is the most commonly used metric for assessing the quality of
topic modeling results [33]. Specifically, the coherence of a topic measures the degree
of distributional similarity between top terms in the topic. A topic with a higher
coherence score tends have a higher semantic interpretability.

• Level of Agreement. The level of agreement was calculated on labelled topics. We
first labelled each of the extracted topics manually. A group of coders whowere famil-
iar with the respective languages and had experience with assessing the credibility of
fake news performed themanual labelling. Specifically, two codersmanually analyzed
and labelled each of the topics extracted from the English fake news based on their
associated key terms independently, and another two coders followed the same proce-
dure to label the topics extracted from the Spanish fake news. Subsequently, for each
language, we consolidated the two sets of labels and merged identical topics through
meetings with the coders. For instance, Donald Trump and President, response to
intervention and RTI, President Rodrigo Duterte and Philippine President, cleaning
and sanitizing and sanitization, fact checker and fake detector were merged into the
same topics. The topic consolidation was also informed by the similarity between
the topics generated by the different topic models. To this end, we applied the cosine
similarity metric by embedding the texts in the same language space (i.e., customized
word2vec model trained on English and Spanish texts, separately). Finally, we com-
puted the percentage of agreement between the coders based on the consolidated
topics. A higher level of agreement indicates a better model performance.



Do Fake News Between Different Languages 193

• Quality Rating. The coders first met to resolve inconsistent labels and reached a
consensus on the fake mews topics. Then, for each topic, they were asked to rate
the relevance of each of its top-N terms to the topic on a 3-point Likert scale with 0
being not at all relevant, 1 moderately relevant, and 2 extremely relevant. Finally, we
averaged the relevance ratings of all the selected terms for each topic to derive the
quality rating of the topic, and further averaged the quality ratings of all the topics
generated by a topic model as its overall quality rating.

For quality rating of the content-based behavior, we applied independent-sample
t-tests to examine whether there was any difference between the performances of TM2

and each of the baseline topic modeling methods separately, and whether there was any
difference between the two baseline methods. We also applied the t-tests to compare the
linguistic behavior of the fake news between the two selected languages.

4 Results and Discussion

We first present the extracted topics and their evaluation results. Then, we report the
statistical analysis results for the comparison between English and Spanish fake news.

4.1 Results for Content-Based Behavior: Topic Modeling

Using the elbow method, the number of topics for both LDA and NMF models of the
English fake news was set to 9; and the number of topics was set to 9 and 5 for LDA
and NMF models of Spanish fake news, respectively. The plots of the coherence scores
for varying numbers of topics based on the outputs of LDA models are shown in Fig. 2.
Ten topics were selected for the both English and Spanish TM2 topic models.

(a) English fake news (b) Spanish fake news

Fig. 2. Elbow method for selecting the number of topics

The evaluation results of the topic models are reported in Table 1. We select the
top-10 topic terms from the outputs of all topic models, which is a common practice in
evaluating topic modeling results [33]. The results show that, among the three models,
the percentage of agreement for the TM2 models are consistently the highest across both
English (100%) and Spanish fake news (73%). The other two models produced similar
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performances with NMF models performing slightly better than the LDA counterparts
for English. In addition, the coherence scores were also the highest for the TM2 model.

The results of independent sample t-tests on quality rating show that, for English fake
news, both the TM2 model and the NMFmodel achieved a higher quality rating than the
LDAmodel (p< .001). However, the difference between the TM2 and NMFmodels was
not significantly different (p> .05). Similarly, for the Spanish fake news, the TM2 model
generatedhigher-quality topics than theLDAmodel (p< .05) andNMFmodel (p< .001);
however, the LDA model generated topics of marginally higher-quality topics than the
NMFmodel (p< .1 in the two tailed results).

Table 1. Evaluation results of the extracted topics

Language Metrics TM2 NMF LDA

English Coherence score 0.581 0.572 0.501

Percentage of agreement 100% 66.7% 60%

Quality rating
(mean [std.])

1.51 [0.23] 1.33 [0.3] 1 [0.14]

Spanish Coherence score 0.601 0.594 0.532

Percentage of agreement 73% 60% 60%

Quality rating
(mean [std.])

1.48 [0.211] 0.96 [0.207] 1.22 [0.249]

Table 2. Sample fake news topics and their top-10 terms

ID Top 10 terms Topic

ET1 Trump, March, April, coronavirus, Donald, White 

House, Donald Trump, New York, President Donald, 

Facebook

President Trump

ET2 video, Wuhan, coronavirus, virus, website, January, 

outbreak, Facebook, infected, novel coronavirus

Virus origin

ET3 masks, mask, face masks, face coverings, 

coronavirus, disease, wearing mask, cloth face, 

oxygen, face mask

Face mask

(a) English fake news

ID Top 10 terms Topic

ST1 Whatsapp, mensaje, gobierno, Twitter, mensajes, 

coronavirus, redes, sociales, sanidad, redes sociales

Social media

ST2 alquiler, impuesto, pequenas_medianas, PYME,

macron, dificultar, tendran, gas, aguar, pelear

SME

ST3 dioxido, mascarilla, carbonar, gas, hipoxia, mascar, 

azufrar, oxigenar, cubrebocas, CO

Face mask

(b) Spanish fake news
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We observed the following differences between between the topics extracted from
the English and Spanish fake news.

• English fake news touched on the topics of virus origin and flu virus; whereas Span-
ish fake news focused on community efforts and/or general efforts in combating
coronavirus.

• English fake news covered a broad set of intervention mechanisms, whereas Spanish
fake news mainly focused on vaccine.

• Spanish fake news tended to focus on topics at the regional level, whereas English
fake news did not.

• Only English fake news covered the topics of violence, unrest, government, and data
privacy, whereas only the Spanish news covered those of SME, hospital, and breathing
issues in relation to the coronavirus.

On the other hand, our comparison between the topics of English and Spanish fake
news detected some similarities: coronavirus, social media, and vaccine. Table 2 lists
three sample topics extracted from the English and Spanish fake news, respectively,
along with their top 10-terms.

4.2 Results for Linguistic Behavior

Table 3 reports the results of independent sample t-tests on linguistic features. The
results reveal that there are significant differences in language complexity and personal
pronouns, psychological features between the two languages (p < .001). Compared
with English fake news, the language complexity of Spanish fake news is higher in
terms of word count, words per sentence, long words (6 letters or more), and cognitive
processing.We also observed interesting pronoun usage patterns. Although Spanish fake
news overall uses more pronouns (p < .001), English fake news uses more first-person
pronouns (e.g., I and we) (p < .001). Spanish fake news uses more second-person (p <

.05) and third-person pronouns (e.g., she/he and they) (p < .001) than the English fake
news.

Table 3. Comparisons of linguistic features between English and Spanish fake news

Features English Spanish T statistic (E-S) p-value

Language
complexity

Word count 684 [382.6] 835.8 [684.6] −7.229 ***

Words per sentence 43.4 [17.2] 65.4 [59.1] −12.725 ***

Long word 25.2 [3.87] 29.9 [3.09] −40.856 ***

Cognitive
processing

8.95 [2.4] 17.93 [2.59] −102.678 ***

(continued)
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Table 3. (continued)

Features English Spanish T statistic (E-S) p-value

Personal
pronoun

Personal
pronoun

2.26 [1.59] 6.65 [1.26] −92.644 ***

I 0.16 [.294] .063 [.196] 11.829 ***

We .757 [.746] .579 [.661] 7.144 ***

You .509 [.738] .565 [.665] −2.275 *

She/He .456 [.619] 6.05 [1.221] −151.02 ***

They .382 [.412] 1.75 [.765] −58.649 ***

Affect Affect 2.75 [1.06] 3.04 [1.545] −5.932 ***

Positive emotion 1.56 [.826] 1.51 [.718] 1.865

Negative emotion 1.11 [.712] 1.57 [1.188] −12.619 ***

Anxiety .182 [.241] .168 [.237] 1.59

Anger .333 [.395] .979 [1.159] −18.891 ***

Sadness .124 [.221] .152 [.243] −3.4 **

Spanish fake news overall used more affective words than the English counterpart (p
< .001). After taking into account the polarity of emotions, the difference was observed
for negative emotions (p < .001) only but not for the positive emotions (p > .05).
Further, Spanish fake news exemplified a higher level of negative emotion in two specific
categories: anger (p < .001) and sadness (p < .01).

5 Conclusion

This study compared the content and linguistic characteristics betweenEnglish andSpan-
ish fake news in the context of COVID-19. Despite some topics in relation to COVID-19
shared by the two languages, fake news in each language had its unique coverage in
terms of breadth of intervention measures, geographical regions, and other topics (e.g.,
virus origin, violence, and hospital). In addition, English and Spanish fake news differed
significantly in linguistic complexity, personal pronoun usage, and affective expressions.
Moreover, therewere nuanced differences in terms of negative emotions betweenEnglish
and Spanish fake news. Furthermore, our proposed topic modeling method not only out-
performed traditional topic modeling techniques (e.g., LDA, NMF) but also wass more
streamlined than the latter.

The findings of this study have implications for both human and automated detection
of fake news across different languages. On one hand, it is possible to leverage the
common characteristics of fake news across different languages to build a language-
independent component of an automated fake news detectionmodel. On the other hand, it
is important to factor in language-dependent features in constructing fake news detection
models for individual languages. The findings on both similarities and differences in
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topic and linguistic characteristics of fake news between different languages underlie
the importance of collaboration between international communities in combating fake
news.

This study has some limitations that could present future research opportunities.
Both English and Spanish receive widespread use in many different countries around
the world. Thus, for each language, it requires fine-grained analysis (e.g., at the country
level) to provide better explanations for the observed content behaviors. On a related
note, there are nuanced differences in the linguistic features between different dialects
of the same language (e.g., American vs. British English). We examined three types of
linguistic behaviors of fake news in this study. One natural next step is to examine and
compare other types of linguistic deception behaviors (e.g., expressivity, diversity, and
uncertainty [15]) between fake news in different languages. It would be interesting to
improve the performances of fake news detection models for English and Spanish by
incorporating the fake news behaviors validated in this study.
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